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	Reviewer’s comment

Artificial Intelligence (AI) generated or assisted review comments are strictly prohibited during peer review.

	Author’s Feedback (It is mandatory that authors should write his/her feedback here)



	Please write a few sentences regarding the importance of this manuscript for the scientific community. A minimum of 3-4 sentences may be required for this part.


	By presenting hybrid models that combine traditional statistical methods (like ARIMA and Prophet) with cutting-edge machine learning techniques (like LSTM, GCN, and LightGBM), this manuscript significantly advances the field of retail demand forecasting. The method preserves interpretability while improving accuracy and operational robustness, which is crucial in actual supply chain settings. By providing helpful advice for putting in place scalable, modular forecasting pipelines, the paper successfully closes the gap between explainability and predictive performance. Researchers working on time-series forecasting in dynamic environments, retail analysts, and MLOps practitioners will find this especially helpful.
	

	Is the title of the article suitable?

(If not please suggest an alternative title)


	Yes, the current title is appropriate and reflects the content clearly.

However, for improved clarity and specificity, consider a slight refinement:

Suggested Title: "Hybrid Models for Retail Demand Forecasting: Integrating Classical Time-Series and Machine Learning Approaches"
	

	Is the abstract of the article comprehensive? Do you suggest the addition (or deletion) of some points in this section? Please write your suggestions here.


	The abstract is highly comprehensive and well-structured. It covers:

• The problem statement (increased volatility in retail demand).

• Methodological contributions (hybrid architectures).

• Empirical impact (MAPE and RMSE improvements).

• Practical relevance (MLOps, CI/CD, and interpretability).

Minor suggestions:

• Include a brief mention of specific hybrid combinations (e.g., ARIMA–LSTM, Prophet–LightGBM).

• Add a sentence summarizing the implications for practitioners or scalability.
	

	Is the manuscript scientifically, correct? Please write here.
	Yes, the manuscript is scientifically rigorous and methodologically sound. It:

• Demonstrates clear theoretical grounding.

• Presents results with quantitative metrics (MAPE, RMSE, WRMSSE).

• Cites real datasets and relevant case studies.

• Provides well-structured implementation pipelines and validation techniques.

The manuscript also follows a reproducible, modular structure (e.g., use of MLflow, Kubeflow, feature stores), which adds to its practical value.
	

	Are the references sufficient and recent? If you have suggestions of additional references, please mention them in the review form.
	Yes, the references are both recent and relevant, including 2024–2025 publications and high-quality sources such as McKinsey, IEEE, and top forecasting journals.

Optional additions:

• Wang, Y., et al. (2021). “A Survey on Deep Learning for Time Series Forecasting.” IEEE Transactions on Neural Networks and Learning Systems.

• Rudin, C. (2019). “Stop Explaining Black Box Machine Learning Models for High-Stakes Decisions.” Nature Machine Intelligence – if a deeper discussion on interpretability is warranted.
	

	Is the language/English quality of the article suitable for scholarly communications?


	Yes, the manuscript is written in professional, academic English. 
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