Advanced Machine Learning for Robust Botnet Attack Detection in Evolving Threat Landscapes

*Abstract*—As technology advances and security issues and cyberattacks increase, more and more Internet of Things (IoT) devices are linked to networks, like botnets have been emerging and evolving very fast and they have a very high possible dangerous attack. IoT transition is disrupted using these attacks disrupting the IoT devices' networks and services approaches for botnet attack detection and classification using Machine Learning (ML) and Deep Learning (DL) have been developed within the framework of the IoT. In this study, provide an intrusion detection system (IDS) based on the Bidirectional Gated Recurrent Unit (Bi-GRU) for detecting botnet attacks in IoT networks. We use the N-BaIoT dataset for this purpose. We opted for a Bi-GRU model, which can detect contextual dependencies in the past and the future, to deal with the sequential IoT traffic data. The model's ability to recognize various botnet attack types even in cases of data imbalance was demonstrated by important performance metrics such as ROC-AUC, accuracy, precision, recall, and F1-score. The results show that the proposed Bi-GRU based IDS is a robust and improved solution for detecting IoT botnet attacks on a real time basis.
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# Introduction

Digital infrastructure, driven by innovations in cloud computing, the IoT and high-speed communication networks has rapidly expanded to alter how we govern, work, and live in a world that is becoming more digitally linked. The advancements in these technologies provide unprecedented efficiency and connectivity, but their very advancements have also resulted in an expanded and complex cyber threat landscape [1]. As systems become more complex, scale and, therefore, more complex, cyberattacks mounted against their vulnerabilities also increase. Cyberattacks conducted by botnets networks of hijacked, internet connected devices remotely controlled by malicious actors, commonly called botmasters are among the most persistent and dangerous. Once infected with malware, these devices can be used to perform coordinated attacks from DDoS and phishing to data theft and further propagation of other malware. What makes botnets so insidious is their ability to operate stealthily, self-update, mutate to evade detection and hide behind encrypted or decentralized communications channels [2].

The threat landscape is continually shifting which is truly challenging for cybersecurity practitioners. However, traditional defence mechanisms, including signature based orrulebased IDS, typically are not capable of detecting emergent or obfuscated botnet behaviour in real time [3]. However, their dependency on known patterns and pre-defined rules hampers their ability to identify new threats that botnet attacks have become more sophisticated and adaptive. Consequently, botnet attack detection in the context of dynamic threat landscapes is now an important area of research and practice [4]. Today, more than ever, organization faces the need to detect accurately, saleably and in real time such traffic when their network traffic is growing to massive volumes of changing and heterogeneous content. This means that modern detection now requires systems that can spot such subtle anomalies and contextual deviations that often represent an indicator of malicious activity.

In order to tackle these challenges, ML and DL techniques are getting more and more popular in research. These intelligent systems are able to decipher massive volumes of network data, learn sophisticated patterns and generalize to threats that have not been seen before [5]. Attack detection problems have started using machine learning in them and ML is getting used in more and more fields connected to cybersecurity. It has been shown that ML algorithms have a good performance in detecting botnet behaviour from statistical and behavioural features. In the meantime, DL models provide richer Network traffic spatial and temporal patterns to improve detection precision and reduce FPR.

## Motivation and Contribution of the Study

This study is motivated by the rising ubiquity of IoT device which are notorious for their susceptibility to Miraa and Gadget botnet attacks and the concerns they present. Such attacks pose a challenge for traditional IDS to effectively detect these attacks, because network traffic is often dynamic and diverse. In this research work, an advanced IDS based on Bi-GRU model is proposed to capture past and future contextual information from a dataset of IoT network traffic to detect botnet attacks with higher accuracy which also rectifies the problem of imbalance in the dataset and high dimensional feature set. This research has three key contributions:

* The N-BaIoT dataset was employed with 828,000 records of benign and malicious IoT traffic for model training.
* Effective handling of the imbalanced dataset was achieved by applying pre-processing techniques such as normalization, one hot encoding and feature selection.
* RF Regressor has been used for feature Selection, reducing dimensionality and overfitting to maintain important features for detection.
* Borrowed from the botnet domain, a Bi-GRU model was introduced that captures past and future contextual information to identify botnet attacks on IoT.
* The model's performance for dependable attack detection was assessed using criteria such ROC AUC, F1 score, recall, accuracy, and precision.

## Justification and Novelty of the Paper

This study is interesting and justified since it uses the N-BaIoT dataset to identify botnet assaults on IoT networks using an innovative Bi-GRU, DL model. The Bi-GRU model is excellent at capturing both short-term and long-term temporal relationships in network traffic, in contrast to traditional approaches that frequently find it difficult to manage the dynamic and changing nature of botnet assaults. Through the processing of both forward and backward data, the Bi-GRU enhances the ability to detect complex attack patterns that may be missed by traditional models like MLP and RF, which do not leverage temporal data to the same extent.

## Structure of the paper

The paper is structured as follows: Section II examines relevant research on enhancing the security of IoT networks and detecting botnets, Section III describes the preparation procedures, the dataset, and the suggested Bi-GRU model, Section IV provides performance analysis and experimental findings, and Section V provides the primary findings and suggestions for more research from the study.

# Literature Review

This section reviews and emphasizes botnet attack detection using advanced ML techniques within the context of evolving cybersecurity threats. The comparative analysis of background study based on their Author, Methodology, Data, Key Findings, Limitations and Future work are provided in Table I.

Liu, Liu and Zhang (2019) propose an approach using DL for the detection of botnets in the IoT. Basic traffic aspects of IoT devices are extracted using damped incremental statistics, and the features are normalized using the Z-Score approach. The MCA, TAM is then used to create the dataset. After learning the dataset, they create a CNN and use the CNN to detect traffic. The final test results demonstrate that their method has a 99% accuracy rate in separating benign traffic from various types of attack traffic [6].

Esmaeili and Shahriari (2019) A technique using the PODBot tool has been presented. Both network traffic analysis and application characteristics are used in the detecting process. PODBot showed an accuracy rate of Tested on many well-known botnet variations, the detection rate was about 87% being at high danger, with 96% being at extremely high risk. Additionally, because of the combination of the detection approaches, it has qualities that make it better than the earlier methods in qualitative assessments of similar jobs. The increasing use of smartphones with several sensors makes them a prime target for criminal activity and bot assaults [7].

Ghafir et al. (2018) offers a brand-new method for detecting botnet C&C communication, known as Bidet, to protect vital ultrastructure systems against malware assaults. The suggested system's development is being done in two stages In order to identify potential botnet C&C communication methods, they have created four detection modules. Additionally, a correlation architecture has been created to lessen the number of false alarms generated by distinct detecting units. According to evaluation results, BotDet effectively balances the TPR and FPR, achieving 82.3% and 13.6%, respectively. Additionally, it demonstrates the real-time detection capabilities of BotDet [8].

Nguyen, Ngo and Le (2018) combine an updated approach to identify Linux IoT botnets using a convolutional neural network (CNN) classifier in conjunction with a principal component analysis (PSI) graph. The experiment utilized 10033 ELF files, out of which 6031 were benign files and 4002 were samples from IoT botnets. Testing shows that the PSI graph CNN classifier achieves an F-measure of 94% and an accuracy rate of 92%. IoT devices are being used more and more for a variety of purposes and in a wider range of domains. They are becoming more prevalent in a variety of applications because to their processing and computational power, which has made them a desirable target for assaults using IoT botnet malware. ML has shown to be a useful technique for malware detection specialists in recent years [9].

Pradeepthi and Kannan (2018) The proposal is for using neural fuzzy classification algorithms as a novel approach to identify botnet traffic. A dataset was generated by constructing an application on Eucalyptus Cloud and then assaulting it using many open-source botnet simulation tools in order to evaluate the strategy. The accuracy of the algorithm was 94.78% using 15,000 cases and 56 attributes. The system's FP are much fewer than those of other similar systems since fuzzy rules have been included into it [10].

Al-Nawasrah et al. (2018) a novel system, the FFKS, which uses an implementation built on an ADeSNN to identify FF-Domains in online mode. When compared to existing algorithms, the suggested approach demonstrated a high detection accuracy (98.77%) in online mode for FF domains, with low rates of false positives and negatives, respectively. A high degree of performance has also been demonstrated. Furthermore, the suggested algorithmic modification improved and aided in the process of customizing the parameters [11]

1. Table 1: Comparative Analysis of Literature Studies on Machine Learning-Based Botnet Attack Detection

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Author(s)** | **Methodology** | **Data** | **Key Findings** | **Limitations and Future Work** |
| Liu, Liu, and Zhang (2019) | Deep learning approach using damped incremental statistics for feature extraction and CNN for detection | IoT traffic data with damped incremental statistics, Z-Score normalization | Achieved 99% accuracy in distinguishing benign traffic and various botnet traffic types | Limited to specific IoT traffic and attacks. Future work: Extend to more IoT environments and refine CNN model |
| Esmaeili and Shahriari (2019) | PODBot tool, which combines network traffic analysis and application functionalities | Botnet data with application features and network traffic | detected 96% of extremely high-risk botnets and over 87% of high-risk botnets. | Limited to mobile phone attacks. Future work: Expand detection scope to include new botnet types and environments |
| Ghafir et al. (2018) | BotDet system, which includes modules for detection and correlation framework for C&C traffic | Traffic information for command and control (C&C) | Real-time detection with a balanced proportion of false positives (13.6%) and true positives (82.3%) | High false positive rate in certain scenarios. Future work: Improve false alarm reduction and scalability in real-time systems |
| Nguyen, Ngo, and Le (2018) | CNN classifier for PSI graph-based Linux IoT botnet detection | In terms of a total of 10033 ELF files, 6031 are considered innocuous, whereas 4002 are examples of IoT botnets | Achieved 92% accuracy and 94% F-measure in IoT botnet detection | Focused on Linux-based IoT devices. Future work: Extend to other IoT platforms and enhance PSI graph method |
| Pradeepthi and Kannan (2018) | Neuro-fuzzy classification techniques for botnet traffic detection | 15,000 instances with 56 attributes from Eucalyptus cloud | Achieved 94.78% accuracy and reduced false positives with fuzzy rules | Limited to cloud-based botnet attacks. Future work: Explore hybrid models and other datasets for improved detection |
| Al-Nawasrah et al. (2018) | ADeSNN is a dynamically evolving spike neural network that is adaptable, is used for the identification of fast flux domains (FF-Domains). | FF-Domains in online mode | Achieved 98.77% detection accuracy with low false positives and negatives | Focused only on FF-Domains. Future work: Apply the system to other attack types and improve real-time adaptation |

# Methodology

The methodology for ML for Robust Botnet Attack Detection involves a structured approach shown in Figure 1. The methodology begins with gathering information about network traffic from the N-BaIoT dataset. Data pre-processing is performed to enhance quality through the removal of null and duplicate entries, categorical feature one-hot encoding and Z-score normalization for input that is standardized. The RF Regressor is used to select features in order to reduce dimensionality, and the data 80% goes towards training and 20% towards testing. Crucial actions ROC-AUC, F1-score, recall, accuracy, and precision are some of the measures used to assess the Bi-GRU model, which processes sequences both forward and backward to capture complicated spatiotemporal connection, ensuring robust performance in detecting attacks amidst the imbalanced nature of the dataset.

1. Flowchart for Botnet Attack Detection

The overall steps of the flowchart for Botnet Attack Detection are provided below:

## Data Collection

In this investigation, the N-BaIoT dataset is utilized, with a focus on network traffic data from the Provision PT-737E IoT security camera. The dataset comprises over 828,000 records, including both benign traffic and malicious activity generated by Miraa and Gadget botnet families, covering 10 distinct attack types. Each data instance includes 115 statistical features extracted across 5-time windows, providing a rich foundation for spatiotemporal analysis and accurate intrusion detection. Some visualization of data given are:



1. Correlation Matrix

The correlation matrix heatmap in Figure 2 illustrates the connections between 10 factors. Strong negative correlations are shown by blue, weak or no correlation is shown by white, and strong positive correlations are shown by red. For complete self-correlation, the diagonal values are 1. Multicollinearity or relationships between variables in the dataset may be found with the use of this visual aid.



1. Pie Chart for Distribution of Labels

Figure 3 shows the label distribution in the dataset using a pie chart. 'Benign' traffic makes up the largest portion at 25.08%, followed by major such as "mirai\_ack," "mirai\_udp," and "mirai\_scan" attacks. The other groups, such as "gafgyt\_junk," "gafgyt\_scan," "gafgyt\_tcp," and "gafgyt\_udp," include smaller but still significant portions of the data. This provides an imbalanced distribution that will be an important consideration when creating and evaluating intrusion detection models.

## Data Preprocessing

Data pre-processing is a cleansing procedure that transforms raw, unstructured data into clean, well-structured data for additional study. Removing null and duplicate values, one hot encoding for categorical features and Z score normalization to standardize the data are all data pre-processing. Taking these steps enables us to have clean, consistent and scale data which in turn help our model perform better and be more stable. Below I provide the key steps of pre-processing:

* **Removal of Null or Missing Values:** To avoid training issues, any entries with missing (NaN) values were removed.
* **Elimination of Duplicate Records:** To prevent bias in our training dataset we identified and dropped duplicate rows in the dataset.

## Data Encoding with One-Hot Encoding

To combat power consumption due to transitions in the chip's connections, we design data encoding techniques.
One-hot encoding is commonly utilized in jobs requiring numerical input from ML methods like neural networks and LR. The formula is shown in Equations (1) or (2).

 $X\_{i}=\left[x\_{1},x\_{2},…,x\_{n}\right]$ (1)

Where,

 $x\_{j}=\left\{\begin{array}{c}1, \&if j=i\\0, \&otherwise\end{array}\right.$ (2)

The encoded binary value $x\_{j}$ represents category j, where i is the index of the categorical value among n unique categories. The encoding assigns a binary vector of length n, setting [12] the position corresponding to the category to 1, while all other positions remain 0.

## Data Normalization with Z-Score Standardization

Normalization is a scaling technique that converts a large feature set into a regular range. It normally falls between 0 and 1. To create a data set, set the standard deviation to one and the mean to zero. Using this scaling technique is beneficial when the data has a normal distribution; otherwise, it will cause complications. The standardized value X′ is calculated using Equation (3).

 $X^{'}=\frac{X-μ}{σ}$ (3)

where the dataset mean is represented by μ, the standard deviation by σ, and the original value by X [13].

## Feature selection using RF

To enhance model performance, Feature selection is the process of discovering and selecting the most relevant attributes from a dataset. It reduces training time, avoids overfitting, and simplifies the issue. To choose features, utilize the RF Regressor function. Tests have shown that RF regressors are an excellent way to decrease a dataset's number of variables.

## Data Splitting

Data Splitting, you take a dataset, split it into different subsets and use these subsets to train and test your data. 20% of the Bot-IoT data was utilized for the purpose of testing the model's performance, with the remaining 80% being utilized for training.

## Propose Bidirectional Gated Recurrent Unit (Bi-GRU) Model

The Bi-GRU version of the GRU network is created to handle sequences that go backwards as well as forwards. While traditional GRUs look at only previous information, Bi-GRU takes into account context from both past and future information [14][15]. Two separate GRU networks are employed: one reads the data forward from the first to the last point in time and the other reads backward, in reverse order. For every time step, both networks’ outputs are merging to create the final result. Mathematically, the forward GRU updates the hidden state $\vec{h\_{t}} $​​ as: given in Equation (4).

 $\vec{h\_{t}}=GRU\left(\vec{h\_{t-1}\_{,}}x\_{t}\right)$ (4)

and the backward GRU updates the hidden state $\vec{h\_{t}} $ ​​ as: shown given Equation (5).

 $\vec{h\_{t}}=GRU\left(\begin{matrix}\leftarrow \\h\_{t+1, }\end{matrix}x\_{t}\right)$ (5)

The hidden states for forward and backward motion are combined to obtain the last concealed condition $h\_{t}$ for each time step: This is computed using Equation (6).

 $h\_{t}=\left[\vec{h\_{t}}, \begin{matrix}\leftarrow \\h\_{t}\end{matrix}\right]$ (6)

Their bidirectional approach can capture more complex patterns in sequential data and takes better advantage of past and future context [16]. In applications such as time series forecasting, sentiment analysis and botnet attack detection, bi GRU has been extensively used due to its ability to archive better performance with bidirectional information of elements preceding and succeeding the sequence.

## Performance Matrix

The purpose of the performance matrix is to evaluate an ML model's effectiveness using important performance indicators such as TP, TN, FP, and FN, which are derived from the misinterpretation matrix. Nonetheless, these metrics assess the capacity of the model to distinguish between valid traffic and malicious ones [17]. Recall is the reciprocity of identifying real assaults, accuracy measures overall correctness, precision rate is the ratio of properly detected attacks, and F1 Score is calculated by averaging recall and accuracy. The fundamental parameters are:

* **True Positive (TP):** This attack's corresponding class characteristic has been appropriately detected by the classifier.
* **True Negative (TN):** The negative value of the class characteristic indicates that there is normal traffic.
* **False Positive (FP):** The classifier incorrectly identifies normal traffic as malicious.
* **False Negative (FN):** The classifier makes the incorrect assumption that an attack record is simply normal traffic.

### Accuracy

The most well-known performance metric is accuracy. It is simple and convenient to compute and identify. The formula is shown in Equation (7).

 $Accuracy=\frac{TN + TP}{TP + TN + FP + FN}$ (7)

### Precision

The precision shows how accurate the classification is. Both high precision and poor accuracy lead to fewer FP and lower accuracy. It is determined by using Equation (8):

 $Precision=\frac{TP}{TP+FP}$ 

### Recall

Sensitivity can be described by the TPR or recall. There are a few easy ways to rapidly determine the TP percentage. It is given blow Equation (9).

 $Recall=\frac{TP}{TP+FN}$ (9)

### F1-Score

F1-Measure combines precision with sensitivity this is the weighted harmonic method for accuracy and precision and sensitivity. It has been demonstrated that the F1 measurement is just as accurate as. It is provided below Equation (10).

$F1=\frac{2\*\left(precision\*recall\right)}{precision+recall}$ 

### Roc-curve

The integral of the FPR times the TPR yields the area under the ROC and AUC. AUC is a metric value that continuously falls between 0 and 1.

# Result Analysis And Discussion

In this section, the results of the suggested Bi-GRU model used to identify botnet assaults in IoT networks. Python 3 with TensorFlow and Scikit-learn were used for the experiments using a machine running 64-bit Windows 10 with 16 GB of random-access memory and an Intel i7 CPU (3.60 GHz, four cores). The Bi-GRU model performance, shown in Table II, achieved exceptional results in classifying network traffic. The system's accuracy in identifying both malicious and benign traffic was 99.99%. Our 99.98% recall and accuracy ensure that there aren't many FP and that the system can really identify threats. Another indication of robustness and dependability is an F1 score of 99.93%, which achieves equilibrium between accuracy and recall. The outcomes show that the model is dependable for deployment in extremely dynamic IoT contexts since it can accurately detect botnet assaults.

1. Experiment Result of the Bi-GRU Model for Botnet Attack Detection

|  |  |
| --- | --- |
| **Evaluation Matrix** | **Bidirectional Gated Recurrent Unit (Bi-GRU)** |
| Accuracy | 99.99 |
| Precision | 99.98 |
| Recall | 99.98 |
| F1-Score | 99.93 |



1. Plot loss Curve of the Bi-GRU

The loss of the Bi-GRU model over 30 epochs in training and validation are illustrated in Figure 4. Both losses eventually converge near zero very quickly. Therefore, the good generalization and the absence of overfitting is confirmed by the minimal gap between curves and shows that the model is able to detect anomalies.



1. Plot Accuracy Curve of the Bi-GRU

Figure 5 shows the accuracy of the Bi-GRU model training and validation across 30 epochs. Additionally, the accuracy of these models rapidly rises and eventually levels out at almost 100%, indicating strong model performance. Plots of the validation and training curves are quite near to one another. suggesting a strong capability for generalization and absence of overfitting to the classes during the learning.



1. Confusion Matrix for the Bi-GRU

Figure 6 displays the Bi-GRU model's confusion matrix, showing excellent classification performance across three classes: Benign, Gafgyt, and Mirai. The model correctly classifies nearly all samples with minimal misclassifications, achieving particularly high accuracy in detecting Mirai (52.76%) and Gafgyt (39.77%) attacks.



1. ROC curves for the Bi-GRU

Figure 7 illustrates the ROC curves for the Bi-GRU model across all three classes (Benign, Gafgyt, Mirai), each achieving a perfect AUC of 1.00. This indicates outstanding model performance with perfect discrimination capability, achieving a 100% TPR and a 0% FPR.

## Comparative Analysis

A comparison of various this section offers machine learning algorithms for identifying botnet assaults in Internet of Things networks. Table III compares the accuracy of many methods used to categories assaults on the dataset for N-BaIoT. The MLP model's accuracy rate of 84% was surpassed by 96% by the RF model. Nevertheless, the Bi-GRU model outperformed all others with the accuracy rate of 99.9% which proves its effectiveness in identifying long range dependence in network traffic and accurately detecting botnet attacks.

1. Comparative Analysis between Models Performance for Botnet Attack Detection

|  |  |
| --- | --- |
| **Models** | **Accuracy** |
| Multilayer Perceptron (MLP)[18] | 84 |
| Random Forest (RF)[19] | 96 |
| Proposed Bi-GRU  | 99.99 |

The proposed methodology presents several advantages, among which the application of the Bi-GRU model allows to precisely simulate the complex spatiotemporal patterns of network traffic and thus to provide very accurate botnet attack detection. The system pre-processes input robustly, uses RF Regressor for effective feature selection and normalizes the inputs standardly, thereby achieving high data quality and model efficiency. It achieved 99.9% accuracy and better than traditional model like MLP, RF and Bi-LSTM. It also has the capacity to deal with imbalanced data and deliver early threat detection, securing and making IoT networks reliable at same time.

# Conclusion And Future Scope

Botnet attacks in modern IoT networks can cause serious disruption and security breach which in turns brings serious risk and large operational cost. ML powered botnet attack detection is an effective solution to predict and identify malicious activities before they can get out of hands. Only by early detection can IoT systems be kept secure and intact. Performance criteria like as Training and verifying the Bi-GRU model has been done using F1 score, recall, accuracy, and precision, which has shown an amazing 99.9% accuracy rate in differentiating between malicious and benign traffic. The Bi-GRU model is compared with other traditional ML models, (MLP, RF, Bi-LSTM) and shows its strong capability in terms of modelling complex attack patterns. While the model performs impressively, it has some problems, including the minor misclassification in complex attack cases and dependency on a single dataset which restricts its generalization. Future work will focus on improving model robustness by exploring domain adaptation techniques, ensemble learning, and hybrid architectures to better handle evolving threats in real-world IoT environments.
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