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	Reviewer’s comment

Artificial Intelligence (AI) generated or assisted review comments are strictly prohibited during peer review.

	Author’s Feedback (It is mandatory that authors should write his/her feedback here)



	Please write a few sentences regarding the importance of this manuscript for the scientific community. A minimum of 3-4 sentences may be required for this part.


	The narrow dataset, lack of empirical validation for proposed strategies, and absence of recent literature prevent the study from effectively advancing knowledge in MT for literary and minority language contexts. Its potential remains unrealized due to methodological and analytical weaknesses.
	

	Is the title of the article suitable?

(If not please suggest an alternative title)


	The current title is overly descriptive and lacks clarity on the study’s methodological and conceptual focus. It also overemphasizes the tool (DeepSeek), which may not be widely recognized yet.
	

	Is the abstract of the article comprehensive? Do you suggest the addition (or deletion) of some points in this section? Please write your suggestions here.


	The abstract is not fully comprehensive and requires revision to improve clarity and precision. 

1. It overemphasizes the description of the tool (DeepSeek-V3) without explaining why this specific model was chosen over others.

2. The research significance (why Zhuang folktales matter in MT) is understated.

3. The methodological approach (qualitative, using MQM framework) is mentioned but not clearly tied to the analysis process.

4.  The results and contributions are stated using phrases like “It is hoped that...”, which weakens the impact.
	

	Is the manuscript scientifically, correct? Please write here.
	No, the manuscript is not fully scientifically sound. The reliance on a single folktale limits the validity and generalizability of the findings. The methodology lacks transparency; error annotation procedures and evaluator roles are poorly defined, raising concerns about replicability and reliability. Proposed post-editing strategies are generic and not empirically tested, making them more theoretical than practical. 
	

	Are the references sufficient and recent? If you have suggestions of additional references, please mention them in the review form.
	No, the references are not sufficient or recent. Most are outdated, with very few sources from 2023, 2024, or 2025, despite the paper addressing cutting-edge AI translation tools. This seriously undermines the academic relevance of the study.
	

	Is the language/English quality of the article suitable for scholarly communications?


	The manuscript needs thorough professional language editing, focusing on improving academic tone, grammatical correctness, and structural clarity for scholarly publication.
	

	Optional/General comments


	1. The abstract claims that "appropriate post-editing strategies are proposed" without clarifying how these strategies were developed or validated. This overstates the contribution without methodological grounding. The phrase “It is hoped that these strategies could enhance...” is speculative and weakens the impact. Replace vague hope statements with clear, evidence-based conclusions or potential practical applications. 

2. The paper does not explain why DeepSeek-V3, specifically, was selected as the tool for this study. The absence of comparison with other LLMs weakens the rationale.

3. The research gap is vaguely articulated. The claim that "few studies have thoroughly examined error patterns in MT systems" is overly general and not substantiated with enough recent studies.

4. Research Question 2 ("How to solve these errors...") is poorly formulated as a research question. It reads more like a practical task rather than a question guiding empirical inquiry. Suggest rephrasing to reflect a more analytical approach.

5. The literature review is descriptive and lacks synthesis. It merely presents scattered findings without critically discussing gaps, contradictions, or limitations in existing research.

6. There is over-reliance on general studies of MT and post-editing. A dedicated review of LLMs and their role in literary translation is missing.

7. The discussion about translator types (e.g., “character actors” and “natural-style actors”) is interesting but unrelated to MT or LLMs, creating thematic inconsistency. This section can be condensed or removed.

8. References are dated and limited in scope. There is little engagement with recent studies on LLM-based translation, despite the field’s rapid development. The reference list lacks recent and cutting-edge studies from 2023, 2024, and 2025, which is problematic given the rapid evolution of LLMs and machine translation technologies.

9. The method section lacks transparency. It is unclear how error annotation was conducted: Who annotated the errors? Were inter-annotator agreements checked? How many annotators were involved? The choice of one single folktale (Ye Xian) as a dataset seriously undermines generalizability. The study’s scope is too narrow to support broad conclusions about Zhuang folktale translation.

10. The claim that “qualitative research” is appropriate lacks justification. The study still counts and categorizes error types, which leans toward quantitative analysis, yet no statistical methods are applied.

11. The use of two professors for selecting the output lacks methodological rigor: How were these professors selected? Were their evaluations formalized using rating scales? What steps ensured objective and reproducible assessment?

12. Although MQM is an appropriate framework, the paper fails to explain how the categories were applied in practice: How were complex errors categorized when overlapping categories were present? Was any adaptation made to MQM considering the literary nature of the text? Table 1 is too generic and lacks customization for literary texts. A modified or literature-specific MQM framework should have been developed or at least discussed.

13. The strategies proposed (semantic correction, fluency optimization, etc.) are too broad. These are basic practices known in post-editing literature.

14. The examples provided are too few and selectively chosen. A frequency analysis of error types per sentence or paragraph would provide more robust evidence.

15. There is no critical analysis of whether some errors might be inherent limitations of LLM architecture rather than post-editing solvable issues. This distinction is crucial yet absent.

16. Post-editing strategies are described in a prescriptive manner without supporting evidence from experiments or post-editing trials. The proposed strategies are thus speculative rather than empirically validated.

17. No evidence is presented that applying the strategies actually improves the translation. Even illustrative before/after comparison is anecdotal and lacks formal evaluation.

18. The conclusion re-summarizes the findings without critical reflection. There is no discussion of the limitations of the method (single folktale, limited corpus size, subjective evaluation).

19. Future work suggestions (e.g., expanding databases, improving algorithms) are overly generic and do not directly arise from this study’s findings.

20. The claim that “the findings... offer practical guidance for culturally sensitive translation technologies” is unsubstantiated given the narrow scope and absence of application testing.

21. The paper repeatedly explains basic concepts (like the importance of culture in translation) without advancing the discussion. Condensing introductory and background sections would help.

22. The study remains at a surface level—identifying errors and suggesting obvious solutions. It does not critically assess why these errors arise from a neural architecture or how post-editing might compensate for model-specific failures.

23. Nowhere does the author discuss potential overfitting of the DeepSeek-V3 outputs to the specific prompts used, nor variability between outputs, which limits reliability.

24. No error severity analysis is conducted. Are accuracy errors more detrimental to comprehension than terminology errors?

25. The study does not discuss cost-benefit considerations of post-editing these literary translations versus human translation from scratch.

26. There is no formal evaluation of the effectiveness of the proposed strategies, neither via human judgment nor through automatic metrics.

27. Ethical considerations regarding the use of AI in culturally sensitive translation are not mentioned.

28. The references are inconsistently formatted and not presented in proper APA style. Standardize all references to APA 7th edition style, including proper ordering of author names, use of italics for journal titles and book titles, DOIs, and proper capitalization of article titles. Replace or supplement older and local/unpublished sources with more internationally recognized peer-reviewed studies where possible.

29. The presentation of examples in continuous prose makes the findings difficult to follow and less reader-friendly. Place all source texts, DeepSeek outputs, reference translations, identified errors, and post-editing suggestions into clear, structured tables.
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	Are there ethical issues in this manuscript? 


	(If yes, Kindly please write down the ethical issues here in details)
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