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	Reviewer’s comment
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	Author’s Feedback (It is mandatory that authors should write his/her feedback here)



	Please write a few sentences regarding the importance of this manuscript for the scientific community. A minimum of 3-4 sentences may be required for this part.


	This study holds academic significance as it tackles the challenging task of translating culturally embedded ethnic folktales using a large language model-based machine translation system (DeepSeek), offering a systematic analysis of error types and post-editing strategies. By applying the Multidimensional Quality Metrics (MQM) framework, the research provides empirical insights into both the capabilities and limitations of machine translation in the domain of literary and culturally rich texts. It underscores the necessity of post-editing approaches that account not only for linguistic accuracy but also for cultural appropriateness. As such, the study offers a valuable foundation for future interdisciplinary research and the development of culturally sensitive AI-assisted translation practices.
	

	Is the title of the article suitable?

(If not please suggest an alternative title)


	The title of the paper effectively reflects the core elements of the study—its subject matter, tool, and analytical focus—and is thus closely aligned with the content. However, since the actual analysis is limited to a single folktale, Ye Xian, rather than a broad range of Zhuang folktales, it would be more accurate to narrow the scope in the title. For example, a revised title such as "Post-editing DeepSeek’s Translation of the Zhuang Folktale Ye Xian: An Error Analysis Approach" or "Translating Ye Xian with DeepSeek: Toward Culturally Sensitive Literary MT" could better convey both the specificity and academic intent of the study.
	

	Is the abstract of the article comprehensive? Do you suggest the addition (or deletion) of some points in this section? Please write your suggestions here.


	The abstract broadly captures the purpose and structure of the study; however, it relies on generalized phrasing and lacks specificity in key areas. Phrases such as “it is hoped that…” weaken the academic tone and should be replaced with more assertive statements about the study’s contribution. Additionally, naming the four proposed post-editing strategies (e.g., semantic correction, terminology standardization) would strengthen the abstract's informative value. For example, the sentence “Subsequently, appropriate post-editing strategies are proposed…” could be revised to “Four targeted post-editing strategies—semantic correction, terminology standardization, fluency optimization, and cultural annotation—are proposed to address these issues.”
	

	Is the manuscript scientifically, correct? Please write here.
	This paper reflects current trends in translation studies, particularly in the post-technological turn that focuses on the integration of large language model (LLM)-based machine translation (MT) systems and human post-editing practices. The use of DeepSeek-V3 as a representative LLM tool and the application of the Multidimensional Quality Metrics (MQM) framework align well with internationally recognized methods for translation quality evaluation. Moreover, the proposal of post-editing strategies corresponding to specific error types contributes to the practical discourse on AI-assisted literary translation.

However, several methodological and structural issues limit the study’s academic rigor. First, the paper centers on a single case—the Zhuang folktale Ye Xian—without justifying its representativeness or acknowledging the limitations of such a narrow data set. This weakens the generalizability of the findings, especially when the title suggests a broader engagement with Zhuang folktales.

Second, while the MQM framework is appropriately adopted, the paper lacks sufficient description of the actual annotation and analysis process. It does not clarify how the errors were identified, by whom, or through what procedures (e.g., coder training, interrater reliability, or annotation tools). The presentation moves too quickly from declaring error types to proposing post-editing strategies, skipping the necessary intermediate steps that would validate the analytical process. As a result, the reader is left with final conclusions but little insight into how they were derived.

Third, the selection and analysis of example sentences raise concerns about credibility and correlation. The examples appear to align too neatly with the post-editing strategies proposed, suggesting that the strategy categories may have been retrofitted to the data rather than inductively derived from it. There is little evidence that the examples emerged naturally from the error data as representative cases, nor is there discussion of how they were selected or whether alternative interpretations were considered. This undermines the transparency and objectivity of the analysis.

Finally, the overall structure of the paper prioritizes outcome-driven reporting over process-oriented explanation. It would benefit from clearer staging of the analytical steps, a more critical engagement with the limitations of the dataset and methodology, and a discussion of the potential bias in pairing error types with predefined strategies. Integrating established theoretical perspectives from translation studies (e.g., Skopos theory, cultural translation theory, or reception-based models) would further strengthen the academic contribution.

In sum, while the study addresses a timely topic and proposes potentially useful strategies for enhancing LLM-assisted translation, it falls short in analytical transparency, theoretical integration, and methodological rigor. Strengthening these areas would significantly enhance the scholarly impact and credibility of the work.
	

	Are the references sufficient and recent? If you have suggestions of additional references, please mention them in the review form.
	The reference list includes a wide range of sources related to machine translation, post-editing, and Zhuang folktales, which initially suggests a well-researched foundation. However, a closer examination reveals that many of the listed references are not cited or meaningfully integrated into the main body of the paper. This disconnect significantly undermines the credibility and academic integrity of the study, as it suggests a lack of engagement with the cited literature and raises concerns about the transparency of the research process. Moreover, the absence of recent scholarly work on LLM-based translation and cultural translation theory, combined with inconsistencies in formatting and occasional redundancy, further detracts from the reliability of the bibliography. For the paper to meet academic standards, the reference list must be carefully revised to include only relevant, cited sources that are directly connected to the study’s content and argumentation.
In particular, the following list contains references not mentioned in the paper:

[1] Depraetere, I., De Sutter, G., & Tezcan, A. (2014). Post-edited quality, post-editing behavior and human evaluation: A case study. In L. Winther-Balling, L. Specia, M. Carl, M. Simard, & S. O'Brien (Eds.), Post-editing of machine translation: Processes and applications (pp. 78–108). Cambridge Scholars Publishing.

[3] Jia, Y., Carl, M., & Wang, X. (2022). The interaction effect between source text complexity and machine translation quality on the task difficulty of NMT post–editing from English to Chinese: A multi–method study. Translation and Interpreting Studies, 7(1), 36–58.

[4] Koponen, M. (2016). Is machine translation post-editing worth the effort? A survey of research into post-editing and effort. The Journal of Specialised Translation, 25. 

[5] Lommel, A., Burchardt, A., & Popović, M. (2014). Multidimensional quality metrics (MQM): A framework for declaring and describing translation quality metrics. Tradumàtica, 12, 455–463.
 [7] M. Simard, & L. Specia (Eds.), Post-editing of machine translation: Processes and applications (pp. 78-108). Newcastle upon Tyne: Cambridge Scholars Publishing.

[8] Temnikova, I. (2010). Cognitive evaluation approach for a controlled language post-editing experiment. Proceedings of LREC 2010, 3485–3490 [9] Vilar, D., Xu, J., D’Haro, L. F., & Ney, H. (2006). Error analysis of statistical machine translation output. Proceedings of LREC 2006, 697–702

 [11] Cui, Q. L., & Li, W. (2015). The Character of Error Types of Post-editing: Perspective of Machine Translation Based on Scientific and Technological Materials. Chinese Science & Technology Translators Journal, 28(04), 19–22. Doi:10.16024/j.cnki.issn1002-0489.2015.04.007   

[12] Fan, Z. R., & Yang, W. D. (2024). An analysis of the principles and strategies of post-editing of machine translation in the era of human-machine coupling. Shanghai Translator, (04), 29–34. 

[13] Feng, Z. W., & Zhang, D. K. (2022). Machine Translation and Human Translation Boost Each Other [Machine translation and human translation complement each other]. Journal of Foreign Languages, 45(06), 77–87. 
[14] Liu, S. H., & Chen, L. M. (2021). Chinese folk tales (Vol. 2) [中国民故事(2)]. Wuhan University Press. 
 [16] Wang, H. S., & Liu, S. J. (2021). On technological turn of translation in the era of artificial intelligence[人工智能时代翻译技术转研究]. Foreign Language Education, 42(05), 87–92. Doi:10.16362/j.cnki.cn61-1023/h.2021.05.015 
	

	Is the language/English quality of the article suitable for scholarly communications?


	The English proficiency demonstrated in this paper is generally adequate for basic academic communication, particularly in terms of structure and consistent use of technical terminology. However, for publication in high-impact academic journals, the writing falls short in several key areas and would require substantial revision.

First, there are multiple instances of awkward phrasing, grammatical errors, and redundancy. For example, phrases like “Machine translation in literary translation remains great challenges” are both ungrammatical and repetitive; a more appropriate version would be “Machine translation of literary texts presents significant challenges.” Additionally, the frequent use of unclear or formulaic expressions such as “It is hoped that…” or “This study attempts to…” weakens the academic tone and should be replaced with more assertive and precise language (e.g., “The findings demonstrate…” or “These strategies enhance…”).

Second, lexical choices are sometimes imprecise or awkward. Words like “task,” “strange stories,” or “bestowed upon her” could be replaced with more contextually appropriate alternatives like “work,” “tales,” and “granted.” Moreover, many paragraphs lack strong logical cohesion, with sentences arranged in a list-like fashion and minimal use of transition markers such as “furthermore,” “in contrast,” or “as a result.”

Finally, the writing occasionally adopts overly subjective or declarative tones (e.g., “This shows…” or “It is clear that…”), which should be softened in favor of more cautious academic phrasing like “The data suggest…” or “These findings indicate…”

( While the English level is serviceable for conveying the core ideas, it does not yet meet the standards of refined academic writing. A comprehensive language edit—ideally by a native-speaking academic editor—is strongly recommended to improve clarity, tone, and overall scholarly rigor.
	

	Optional/General comments


	This paper addresses a timely and relevant topic by evaluating the performance of a large language model-based machine translation system (DeepSeek-V3) in translating the Zhuang folktale Ye Xian, using the MQM (Multidimensional Quality Metrics) framework and proposing post-editing strategies. The study contributes to the growing field of AI-assisted literary translation and highlights the challenges of preserving cultural specificity in ethnic narratives. The application of post-editing strategies such as semantic correction and cultural annotation shows practical value and aligns with recent trends in post-editing research.

However, several critical issues weaken the overall academic rigor of the paper. First, the study is based on a single text without clear justification, which significantly limits the generalizability of the findings. Second, while the MQM framework is mentioned, the analysis process is not described in sufficient detail. The absence of explanation regarding how errors were identified, who annotated them, or how consistency was ensured raises concerns about the methodological transparency and replicability of the study. Third, the example sentences and proposed strategies appear to be selectively matched, potentially reflecting a predetermined analytical structure rather than one grounded in inductive findings. This casts doubt on the objectivity of the strategy formulation.

In addition, the writing, though serviceable in structure, contains numerous issues related to grammar, phrasing, and academic tone. Many references listed in the bibliography are not cited in the main body of the paper, undermining the integrity of the research. The reference list also lacks recent studies on LLM-based translation and contains inconsistencies in formatting.

Overall, while the topic is relevant and the research intention is clear, the paper requires substantial revision in methodology, theoretical integration, and language quality to meet the standards of academic publication.
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