A Hidden Markov Model Approach to Daily Stock Return Dynamics of PT. Kimia Farma Tbk.

ABSTRACT

|  |
| --- |
| PT Kimia Farma Tbk is one of the enterprises owned by the government of Indonesia that is engaged in the pharmaceutical sector. The daily stock return price of PT Kimia Farma Tbk (KAEF) from 2012 to 2024 is constantly changing. These changes can be influenced by one of the conditions of the stock market that cannot be observed directly. In addition, this change moves up and down drastically, so stock price predictions cannot use just one model. In this study, a hidden Markov model (HMM) was chosen for modeling this data because it allowed changes from one model to another. Initially, a 3-state discrete HMM was used to model the data. The simulation showed that the model could not accurately follow the movement of the data. To overcome this, the discrete HMM was modified into a continuous HMM by replacing the parameters of the probability mass function with the probability density function of the continuous distribution for each hidden state. So, the daily stock return price of KAEF was modeled by a 3-state continuous HMM, and the data in each state follows a logistic distribution. To measure the accuracy of using the continuous HMM, we used the mean absolute error (MAE). The MAE value obtained from the training data simulation using discrete MHM is 0.03188 or 7.97% of the original data range, while the MAE from the training data simulation using continuous HMM is 0.029818 or 7.45% of the original data range. Furthermore, the MAE value of the test data simulation is 0.0338527 or 8.46% of the original data range. The results show that the HMM performs very well in modeling the dynamics of the KAEF data. |
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1. INTRODUCTION

Stock price predictions are very much needed by investors to make decisions about buying or selling shares. The risk of falling prices (capital loss) and the risk of liquidation of the company issuing shares are some risks faced when buying shares (Sawidji, 2012). Shares considered good are shares that can provide a realized return that is not too far from the expected return (Husnan, 2005). Return is the result obtained from an investment (Jogiyanto, 2009). A positive return indicates that the investment results are profitable, and vice versa. A negative return indicates that the investment results are losing money. This decision-making depends on the pattern of the stock price movement (Troiano et. al. 2018). Studies related to predicting stock prices have been widely conducted. Cahyani and Mahyuni (2020) used the Moving Average model (MA) to identify the trend of LQ45 stock price movements. Furthermore, Rusyida and Pratama (2020) used the Autoregressive Integrated Moving Average (ARIMA) to predict non-stationary Garuda stock prices by first making them stationary using differencing. Pipin, et al. (2023) used the Recurrent Neural Network - Long Short -Term Memory (RNN - LSTM) model to predict stock prices because it can identify non-linear data and reduce complex trends in stock prices. Then, Catello et al. (2023) predicted the shares of Apple Inc., IBM Corp., and Dell Inc. from October 13, 2004, to January 21, 2005, using the hidden Markov model (HMM) and gave results that HMM has strong predictive capabilities compared to several models, such as ARIMA.

Currently, pharmaceutical companies are among the industrial companies that are growing quite significantly. Pharmaceutical companies are important contributors to economic growth (Sari & Yousida, 2022). In addition, pharmaceutical companies play an important role in realizing public health as researchers, developers, and distributors of medicines. Therefore, pharmaceutical companies will always be needed in any condition (Majid & Oktavina, 2016).

PT Kimia Farma Tbk is a state-owned enterprise in the pharmaceutical sector. It was founded in 1817 by the Dutch colonial government as Indonesia's first and oldest pharmaceutical company (Pakpahan & Rioni, 2024). Many people are interested in becoming stock investors in PT Kimia Farma Tbk, which can be seen from the number of shareholders, which is 90.025% by the government and 9.975% held by the public (Asnawi et al., 2021). In addition, based on data from finance.yahoo.com, PT Kimia Farma Tbk's daily stock return price index (KAEF) from 2012 to 2024 continues to fluctuate as in Figure 1 below.

**Figure 1. Daily stock returns of PT Kimia Farma Tbk (KAEF)**

Due to certain conditions, stock returns KAEF are constantly changing. Most fluctuate between -1 and 1, and several times experience drastic decreases and increases between -2 and 2. This makes stock price predictions unable to use just one model; in other words, a model is needed that allows changes from one model to another. In addition, stock return conditions that cause positive or negative stock returns cannot be observed directly, so a hidden Markov model (HMM) is expected to be able to predict them.

A Hidden Markov model is a pair of stochastic processes with the underlying stochastic process not directly observable (hidden) but can only be observed through a series of other stochastic processes that produce the observed data set (Rabiner & Juang, 1986). A hidden Markov model consists of two processes, the Markov process and the observation process (Setiawaty, 2002). The Markov process is a stochastic process that has Markov properties. This means that the next conditions only depend on the current conditions and do not depend on the conditions in the past (Hoek & Elliot, 2018).

This HMM is divided into two classes, i.e., discrete HMM for discrete observation sequences and continuous HMM for continuous observation sequences. In this study, this daily stock return will be modeled using discrete HMM first to obtain HMM parameters. Then, to fulfill the continuous nature of daily stock return data, the parameter containing the emission probability or probability mass function is replaced by a parameter containing the probability density function of each distribution per state. So, at the end we will work with a continuous HMM.

2. MATERIALS AND METHODS

**2.1 Markov Chains**

Suppose is a sequence of random events from the sample space . The sequence is a Markov chain if it satisfies the following conditions:

for each and all . This means that the Markov chain is a stochastic process that has a condition where the probability of a future event depends only on the current event (Hoek & Elliot, 2018).

The Markov chains are used to measure or estimate movements that occur at any time. This process involves the use of a Markov transition matrix where each value in the transition matrix is the probability of each movement from one state toanother (Syafruddin et al., 2014).

**2.2 HiddenMarkov** **Models**

A Hidden Markovmodel (HMM) consists of a pair of stochastic processes . The set of events is not observed directly; in other words, it is hidden and represents a collection of events that form a Markov chain. represents the observation process (Rabiner 1989). The following are the parameters of a hidden Markov models with discrete observations:

1. , the number of states of theMarkov chain with state space .
2. , the number of possible observations of for each state*,* with the observation space is .
3. , the transition probability matrix with and .
4. , the emission probability matrix with ,

, and .

1. , initial probability matrix with and .

Let be the representation of the discrete HMM.

There are two assumptions used in HMM. First, the Markov assumption states that the next state is only influenced by the current state. Second, the current observation only depends on the current state and is independent of previous observations (Jurafsky & Martin, 2009). The Illustration of dependency between variables in an HMM can be seen in Figure 2.

Markov Chain

Observation Process

**Figure 2. Illustration of the hidden Markov model**

There are three main problems in using HMM. First, the evaluation problem, namely calculating the probability of a sequence of observations, can be solved using the forward algorithm. Second, the decoding problem aims to find the optimal hidden sequence that maximizes the probability of the observation sequence and the hidden state. Third, the learning problem is finding the best parameters using the Baum-Welch and expectation maximization (EM) algorithms (Young et al., 2002). The following is a description of the solution to these three problems.

**2.2.1 Evaluation Problem**

Given an HMM and a sequence of observations where *T* is a number of observations, we will calculate the joint mass probability of the sequence of observations as follows (Young et. al*.* 2002).

 .

The above formulation has a repetitive nature, so a forward algorithm is needed to facilitate the calculation of the evaluation problem. Define the forward variable:

, for and .

The steps of the forward algorithm are:

* 1. Initialization:

, .

* 1. Induction: for

, .

* 1. Termination

.

**2.2.2 Decoding Problem**

Given the HMM and the observation sequence , we will find the optimal state sequence which maximizes

This problem can be solved using the Viterbi algorithm as follows (Rabiner 1989). For and , define

.

By induction we obtain:

, for .

with the following steps.

1. Initialization

,

, For .

1. Recursion for

, .

, .

1. Termination: best *state* at time

.

1. Backtracking*:* the best *state sequence* on

.

1. Output*:*

*.*

**2.2.3 Learning Problem**

Given HMM and observation sequence , we will obtain the best parameters that satisfies

.

This problem can be solved by the Baum-Welch algorithm and the expectation algorithm maximization(EM). The following are the steps for the Baum-Welch algorithm to search (Rabiner 1989).

1. Forwardand backwardvariables for and are defined as

.

1. For , define

 ,

, for

Note that .

Estimation is done using the Expectation algorithm Maximization(EM) which consists of two stages, namely stages E and M(Harpaz and Haralick 2006).

1. E-Step

For each with is the set of all HMM parameters, calculate

 It can be seen that the log-likelihood function becomes

,

implying

,

 since (Firmansyah et al., 2018).

1. M-Step

Find so that . Therefore,

in other words

(Shamsul et. al*.* 2009).

Solving the M-step will give the estimate parameter We can find the detail in Firmansyah et al. (2018).

**2.3 Mean Absolute Error**

According to Subagyo (1986) the mean absolute error (MAE) is one measure of accuracy in forecasting that shows how big the average prediction error is with the actual data . The smaller the MAE value*,* the more accurate the prediction results obtained. The equation used to obtain the MAE valueat a predicted value () with the actual data ()is:

*,*

where is the amount of data.

3. results and discussion

**3.1 Data Description**

The data used in this study is the daily closing stock return data of PT Kimia Farma Tbk with an observation period of January 2, 2012 - December 31, 2024. The 3208 data were obtained from the finance.yahoo.com site. It has an average of 0.000211347 and a variance of 0.00134296 with a range of values between -0.18 to 0.22. In this modeling, 90% of the return data was selected as training data and the rest as test data.

**3.2 Discrete HMM Modeling**

The return data of PT Kimia Farma Tbk used in this modeling is continuous data. The initial stage in determining the distribution of each *state* or condition in continuous HMM requires discrete HMM modeling first, so it is necessary to carry out discretization with clustering*.* This modeling uses the -means clustering method*,* which is a method of grouping data into data groups based on the center of the group closest to the data, or commonly called the centroid(Ong 2013). In this HMM, the value of *k* used is the number of possible observations (*.* Determination of the best model is done with the help *of* Akaike Information Criterion (AIC) according to the number of states and cluster with the AIC equation as follows.

with being the likelihood valueof the HMM model (Cavanaugh & Neath, 2019). Using the forward algorithm and training data, we calculate the value of the loglikelihood and the AIC values for The Table 1 and Table 2 show the results of calculating the log-likelihood and the AIC value for HMMs with the combination of states and cluster

**Table 1. Log likelihood Values in Discrete HMM**

****

From Table 1, we see that for the HMMs have almost the same loglikelihood value for every . So, we will focus only for HMMs with the value of

**Table 2. AIC Values on Discrete HMM**



For each , the number of is selected as the state that has the smallest AIC value. In Table 2, the smallest AIC values are colored yellow. This minimum AIC value converges to for . The minimum value of AIC for is obtained when . So, the best discrete HMMwas chosen when and *.* Using the Baum-Welch Algorithm,the values of the discrete HMM parameters with the combination of the number of states and are as follows.

 *;*  ; .

The matrix shows the transition probability between hidden states. This matrix indicates that the hidden state 1 tries harder to stay in that state with a probability of 0.848, while hidden states 2 and 3 both may transit to each other with a fairly large probability. The initial probability matrix shows a value of 0.9 in the hidden state 2 which indicates that the model will most likely start with hidden data state 2 if generated based on the model that has been obtained. The matrix shows probability of each hidden state to generate data.

Using the Viterbi algorithm, we can predict the state that generates every data. The hidden state sequence which generates the data can be seen in Figure 3.



**Figure 3. Visualization of hidden sequences discrete HMM state with 3 states and 3 clusters**

In Figure 3, state 1 is visualized in red, state 2 in blue, state 3 in green. State 1 tends to generate very large data changes, state 2 generates the data that fluctuations are not too large, while state 3 generates data that tends to be stationary.

Using the discrete HMM, we generate 50,000 random discrete data sets. Since our model is discrete, we choose the mean cluster to represent the cluster (. The best MAE value obtained from the simulation results on the training data was 0.03188, which means 7.97% of the length of the original data range. Figure 4 is a visualization of the simulation data against the original data on discrete HMM.



**Figure 4. Visualization of discrete HMM training data simulation with MAE 0.022.**

Based on Figure 4, although the discrete HMM provides a small MAE value, it visually provides a less accurate picture. The up and down movements of the simulated data do not look like the original data. This is because the model built does not match the characteristics of the data. Stock return data is continuous, while the projection data is obtained from a discrete model. Therefore, this discrete model needs to be modified according to the characteristics of continuous data so that a model can improve the accuracy of predictions from the data.

**3.3 Modifying Parameters of Discrete HMM**

In this section we will do some modification to the parameter of the discrete HMM. The parameter with

for and will be replaced by a parameter , with is the joint density function of for Using the new parameter , with and are the same parameter obtained in HMM discrete modeling, we have the joint density function of observations as follow

From the Viterbi Algorithm, data generated by each hidden state can be obtained. The parameter for each state can be estimated using the maximum likelihood estimation (MLE) method. In this modeling, two continuous distributions will be compared, i.e. the normal distribution and the logistic distribution.

Next, construct two modified HMMs, firstly, the continuous HMM with each state data normally distributed with

 *;*  ;

and secondly, the continuous HMM with each state data logistic distributed with

 *;*  ;  .

Table 3 shows the summary of distributions and their parameters for each hidden state.

**Table 3. Continuous distribution parameters of each hidden state**

|  |  |  |
| --- | --- | --- |
| Hidden State | Normal Distribution | Logistics Distribution |
|  |  |  |
|  |  |  |
|  |  |  |

The return price data of PT Kimia Farma Tbk which has been modeled with each modified HMM parameter will be simulated by generating random data as in discrete HMM. The decision on which parameter to choose depends on the five smallest MAE values in the simulation of the random data generator *i* of 50,000 data sets. Table 4 shows the five best MAE values from the simulation of 50,000 data sets.

**Table 4. Best MAE values from simulations of 50000 random data sets**

|  |  |
| --- | --- |
| Normal Distribution | Logistics Distribution |
| Random seed | MAE | MAE Percentage  | Random seed | MAE | MAE Percentage  |
| 540 | 0.03237 | 8.09258 | 338 | 0.03016 | 7.54108 |
| 4922 | 0.03239 | 8.09825 | 4616 | 0.03007 | 7.51820 |
| 9558 | 0.03193 | 7.98233 | 8382 | 0.02997 | 7.49123 |
| 11,005 | 0.03178 | 7.94425 | 12267 | 0.02982 | 7.45448 |
| 37071 | 0.03201 | 8.00235 | 30583 | 0.03002 | 7.50545 |

Based on Table 4, HMM modified using logistic distribution tends to have a smaller MAE value compared to HMM modified using normal distribution. From 50000 data sets, the smallest MAE value for HMM was obtained by the 12267th of the random data sets. The magnitude of this MAE value is 0.029818, which means 7.45% of the original data range. Visualization of the simulation data with an MAE value of 0.029818 can be seen in Figure 5.



**Figure 5. Visualization of HMM training data simulation modified with MAE 0.029818.**

Figure 5 shows that the simulation data (yellow) provides a movement that matches the movement of the original data (blue). The MAE value is also approximately 10% of the original data range. This means that the modified HMM modeling using the parameter can model the training data well and accurately.

The data that has been simulated on the training model, that is, data generated using random seed 12267, is then continued with the testing model. The simulation results show an MAE value of 0.0338527. Visualization of the testing data simulation can be seen in Figure 6.



**Figure 6. Visualization of modified HMM test data simulation with MAE 0.0338527.**

Based on Figure 6, the simulation data has a similar movement to the test data. In addition, the MAE value is comparable to 8.46% of the original data range, which means less than 10%. Although there is still an error in Figure 6, it can be concluded that the model can predict well and accurately.

4. Conclusion

Daily return data of PT Kimia Farma Tbk can be modeled using the modified discrete hidden Markov model. The size of the error in the simulation is calculated using the Mean Absolute Error (MAE). The MAE value obtained is <10% of the range of daily stock return data of PT. Kimia Farma Tbk. These results indicate that the modified discrete HMM modeling provides accurate simulation results for training data and test data. In addition, the depiction of the simulation data also shows movements similar to the original data.
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