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Abstract
[bookmark: _GoBack]Digital epidemiology leverages real-time data and artificial intelligence (AI) to monitor and predict disease trends. However, the expanding interface between public health surveillance and digital technology presents growing cybersecurity vulnerabilities. This review critically examines existing gaps in cybersecurity frameworks within digital epidemiology, focusing on the implications of AI-driven data analytics, regulatory shortcomings, and the disproportionate impact on low- and middle-income countries (LMICs). We propose a layered socio-technical framework to safeguard digital surveillance systems, integrating legal, ethical, and technological protections. Recommendations include privacy-preserving AI models, international legal harmonization, capacity building in LMICs, and ethical governance of public health surveillance.
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1. Introduction
The digital revolution has transformed nearly every sector of society, and public health is no exception. Digital epidemiology; defined as the use of digital data, tools, and platforms to understand and respond to health threats, has emerged as a critical pillar of modern disease surveillance [1]. From AI-powered outbreak prediction to mobile-based contact tracing, this field leverages vast data streams generated by individuals, institutions, and environmental sensors in real time [2]. Its importance became especially evident during global health emergencies such as the COVID-19 pandemic, when traditional surveillance methods proved too slow, fragmented, or resource-intensive to track fast-evolving outbreaks [3].
However, the promise of digital epidemiology comes with significant risks—most notably, vulnerabilities in cybersecurity. As health systems become increasingly digitized, they are exposed to a growing array of cyber threats, including data breaches, model manipulation, and targeted misinformation campaigns [4, 5]. The integration of artificial intelligence (AI), while offering unprecedented speed and predictive power, complicates security further. AI systems are often opaque, susceptible to adversarial inputs, and difficult to audit for bias or fairness [6]. These challenges raise concerns not only about technical failures but also about trust, equity, and harm in vulnerable populations.
The implications of cybersecurity failures in digital health systems extend far beyond privacy violations. Compromised surveillance systems can lead to misdiagnoses, stigmatization, public panic, and delayed or misguided interventions [7]. For instance, manipulated health data may distort epidemiological models, while leaked vaccination records may fuel disinformation or discrimination. In many low- and middle-income countries (LMICs), where digital literacy is low and cybersecurity infrastructure is weak, these threats are magnified [8]. Despite this, cybersecurity is often treated as an afterthought in global health strategy, policy design, and funding allocation.
Moreover, because pathogens and digital systems do not respect borders, the risks of cyber-insecure digital epidemiology are global. Weak links in one nation’s surveillance network can enable the spread of misinformation or malware across regions, undermining global public health efforts. This interconnectedness demands a harmonized, multi-layered approach to cybersecurity; one that integrates technical protections, human-centered safeguards, ethical principles, and international governance mechanisms [9].
This review addresses these challenges through a socio-technical systems framework that unites insights from public health, cybersecurity, artificial intelligence, and global governance. It classifies and contextualizes the key cybersecurity threats to digital epidemiology, analyzes real-world case studies, and proposes a layered security model for building resilient systems. Special attention is given to global disparities, with a focus on LMIC vulnerabilities and the need for inclusive, globally coordinated responses.
In the age of AI and pandemics, the success of digital epidemiology hinges on its security. Without strong and ethical cybersecurity foundations, the same tools designed to protect public health may inadvertently endanger it.

1.2. Conceptual Framework: A Socio-Technical Lens on Cybersecurity in Digital Epidemiology
To anchor our analysis, we adopt a socio-technical systems theory framework. This approach recognizes that technological tools (e.g., AI, databases, mobile apps) are deeply embedded within social, legal, and organizational contexts. Effective cybersecurity requires concurrent alignment across:
· Technical layers (data encryption, AI safety, software auditing),
· Human layers (training, awareness, ethical practices), and
· Institutional layers (regulation, oversight, governance).
This framework enables a layered analysis of cybersecurity vulnerabilities across the digital epidemiology lifecycle: data collection, transmission, analysis, dissemination, and feedback.

2. Cybersecurity Landscape in Digital Epidemiology
2.1 Data Sources and Digital Infrastructure
Digital epidemiology thrives on the integration of high-volume, high-velocity, and high-variety data. These inputs span across multiple domains: clinical data from electronic health records (EHRs), biometric readings from wearable sensors, behavioral insights from mobile health (mHealth) apps, textual and multimedia content from social media platforms, genomic databases, and crowd-sourced reports from community health applications [10, 11]. These datasets, when fused and analyzed using AI algorithms and machine learning models, enable real-time disease surveillance, outbreak prediction, and resource allocation.
However, this multi-source integration creates a highly heterogeneous and distributed digital ecosystem. Many of these systems are hosted across cloud-based infrastructures, edge computing environments, and Internet-of-Things (IoT) devices that communicate across dynamic, and often loosely regulated, networks [12]. For instance, wearable devices may continuously transmit health signals to cloud dashboards through third-party APIs, while mobile apps may upload user-generated symptom data to centralized repositories or AI models for processing.
Such heterogeneity and interconnectivity introduce major cybersecurity risks. Each layer of the data pipeline from collection at the device level, to transmission via network protocols, to storage in cloud-based servers, and AI-based analysis is a potential attack vector. Vulnerabilities in APIs, unsecured device firmware, poorly encrypted data transmissions, or inadequate authentication mechanisms can expose sensitive health data to unauthorized access, manipulation, or exploitation [13].
Moreover, the high-speed nature of real-time digital surveillance reduces the margin for error. A single breach or manipulation; such as tampering with input data streams or injecting adversarial examples into AI models can rapidly cascade into flawed epidemiological predictions or inappropriate public health responses. This is particularly concerning in pandemic contexts, where such errors may result in misallocation of resources, erosion of public trust, or preventable morbidity and mortality [14].
Additionally, data sovereignty and jurisdictional ambiguity complicate the cybersecurity landscape. Many digital epidemiology platforms are developed or hosted by multinational tech firms, leading to cross-border data transfers that may not be protected by local privacy laws; especially in low- and middle-income countries (LMICs), where regulatory frameworks may be outdated or underdeveloped [15]. As such, not only are the technical systems vulnerable, but the governance structures around them may also lack the capacity to detect, respond to, or mitigate cyber incidents effectively.
In summary, while digital infrastructure enables unprecedented capabilities in public health intelligence, it also vastly enlarges the attack surface for malicious actors. A robust cybersecurity strategy must therefore account for this complex and layered architecture, including both technological and institutional safeguards, to ensure system resilience and public trust.

1.5. Types of Cybersecurity Threats
Cybersecurity threats to digital epidemiology systems are increasingly complex and multidimensional, arising from the convergence of sensitive health data, real-time surveillance, and advanced computational tools such as artificial intelligence (AI). These threats compromise the confidentiality, integrity, and availability (CIA triad) of digital public health infrastructures, with far-reaching consequences for both individuals and populations. The most prominent categories of threats include:

1.5.1 Data Breaches and Ransomware Attacks
Health surveillance systems are frequent targets of data breaches due to the high value of medical information on the dark web. Electronic health records (EHRs), in particular, contain sensitive identifiers such as biometrics, medical histories, and insurance details, which can be exploited for identity theft, insurance fraud, or social engineering attacks [16]. In ransomware scenarios, attackers gain control of surveillance databases or public health dashboards and demand payment to restore access; paralyzing outbreak monitoring, delaying vaccine distribution, or stalling emergency responses [17].
Example: In 2021, Ireland’s national health service experienced a major ransomware attack that shut down several public health systems, severely affecting patient care and COVID-19 data reporting [18].

1.5.2 AI Manipulation and Adversarial Attacks
As AI models become integral to digital epidemiology used for case prediction, hotspot mapping, and risk stratification—they become potential targets for adversarial threats. Data poisoning attacks inject corrupted training data to skew model outputs, while adversarial examples use subtle input modifications to mislead AI classification [19]. Furthermore, model inversion attacks can reverse-engineer AI outputs to reconstruct sensitive data about individuals in training datasets [20]. These threats undermine model integrity, bias public health decisions, and erode trust in automated surveillance tools.
Risk: Misclassified outbreaks or falsely predicted disease clusters could redirect public health resources away from actual hotspots, resulting in delayed interventions and higher mortality.

1.5.3 Surveillance Overreach and Civil Liberties Erosion
In the name of emergency preparedness, governments may deploy digital surveillance technologies such as contact-tracing apps or geolocation trackers without adequate checks and balances. This raises concerns of mission creep, where systems designed for epidemiology are later repurposed for political surveillance or law enforcement [21]. Unauthorized access by third parties, or inadequate anonymization of datasets, may violate privacy rights and chill public participation in health programs, particularly in politically repressive contexts.
Ethical concern: During the COVID-19 pandemic, several countries expanded digital surveillance tools without sunset clauses or oversight mechanisms, sparking debates about privacy versus public safety [22].

1.5.4 Disinformation and Data Corruption
Epidemiological data systems are vulnerable to information warfare, where state or non-state actors inject false or misleading data to manipulate public perception or disrupt response coordination. Automated bots can generate false symptom reports, skew sentiment analyses on social media, or inject disinformation into dashboards via open reporting interfaces [23]. These activities can trigger public panic, erode trust in health authorities, and distort predictive models used to allocate medical resources.

Case in point: Coordinated misinformation campaigns on social media during COVID-19 led to vaccine hesitancy, mask refusal, and violent protests; highlighting the direct health consequences of digital disinformation.

Table 1. Key Data Sources and Associated Cybersecurity Vulnerabilities
	Data Source
	Technology Used
	Vulnerability
	Potential Impact

	Electronic Health Records
	Cloud-based storage
	Data breach, unauthorized access
	Loss of sensitive health information

	Wearables & Mobile Apps
	Bluetooth, GPS
	Device spoofing, location tracking
	Behavioral profiling, privacy invasion

	Genomic Databases
	Cloud / Genomic AI
	Bioterrorism, data misuse
	Genetic discrimination, potential weaponization

	Social Media Feeds
	NLP, sentiment analysis
	Data poisoning, misinformation injection
	Skewed surveillance data, delayed response



1. EHRs are highly sought after by cybercriminals due to their resale value on the black market [24].
2. Many wearable devices transmit unencrypted data over public networks, making them susceptible to spoofing and unauthorized tracking [25].
3. Genomic data are immutable and uniquely identifiable, posing risks of long-term re-identification or misuse in synthetic biology [26].
4. Social media platforms are prone to coordinated manipulation by bots and trolls, which can distort public health sentiment analyses [27].


1.6. Case Studies: Lessons from Global Pandemics
Table 2: Cybersecurity Concerns in COVID-19 Digital Surveillance Tools

	Country
	Tool/Platform
	Security Issue Identified
	Consequence/Response

	Singapore
	TraceTogether
	Bluetooth spoofing, centralized database
	Limited adoption, policy reform

	UK
	NHS COVID-19 App
	Risk of deanonymization
	Public concern, transparency updates

	Global
	GISAID, Nextstrain
	Lack of unified security protocols
	Potential espionage, uneven global access

	USA
	Johns Hopkins Dashboard
	Misinformation bots, phishing clones
	Public confusion, cybersecurity tightening


1. TraceTogether's repurposing of data for police use caused backlash [28].
2. NHS app faced criticism over potential re-identification [29].
3. GISAID’s access policies raised concerns about fairness and data sovereignty [30].
4. The Johns Hopkins dashboard was cloned for malware distribution [31].

1.7 COVID-19 and Contact Tracing Apps Countries such as Singapore (TraceTogether), the UK (NHS COVID-19), and Australia (COVID Safe) deployed contact tracing apps. However, many faced criticism for weak encryption, insufficient anonymization, and inadequate transparency. Data centralization increased the risk of breaches, and uptake was hindered by privacy concerns.

1.8 Genomic Surveillance and International Platforms Global platforms like GISAID and Nextstrain facilitated SARS-CoV-2 variant tracking but raised concerns about data ownership, potential bioterrorism risks, and geopolitical misuse [31]. Inconsistent security standards across contributors heightened exposure to cyber espionage.

1.9 Misinformation and Dashboard Manipulation Real-time dashboards by organizations like Johns Hopkins were targets of misinformation campaigns and bot-driven disinformation, leading to public confusion and erosion of trust in data [33, 34].

1.10. Gaps in Regulatory and Ethical Frameworks
Table 3: Comparative Overview of Legal Frameworks and Their Limitations
	Framework
	Scope
	Cybersecurity Gaps
	Relevance to Digital Epidemiology

	HIPAA (USA)
	Patient data privacy
	No AI model audit provisions
	Limited to U.S. healthcare settings

	GDPR (EU)
	General data protection
	Consent in AI/IoT, cross-border enforcement unclear
	Passive data tracking still problematic

	IHR (WHO)
	International health regulations
	No mention of digital tools, cybersecurity specifics
	Outdated for modern epidemiological tools


1. HIPAA lacks requirements for algorithmic transparency in AI systems [35].
2. GDPR struggles with enforcing AI accountability across borders [36].
3. IHR’s current version does not address cybersecurity or digital tools [37].

While laws like the General Data Protection Regulation (GDPR) and Health Insurance Portability and Accountability Act (HIPAA) offer foundational protections, they fall short in addressing AI-specific and transnational cybersecurity risks. Current frameworks:
· Do not mandate security audits of AI models used in epidemiology.
· Lack provisions for algorithmic transparency and explainability.
· Struggle to address consent in passive data collection (e.g., location tracking).
· Do not enforce standards for cross-border data governance or accountability in collaborative platforms.
Ethical gaps include data sovereignty violations, surveillance without democratic oversight, and inequitable access to secure technology in low-resource settings [38].

1.11. Bridging the Gaps: Strategies for Cybersecure Epidemiology
Table 4: Emerging Technologies and Their Relevance to Secure Epidemiology

	Technology
	Function
	Strength
	Limitation

	Differential Privacy
	Adds statistical noise to datasets
	High anonymity, scalable
	May reduce data accuracy

	Federated Learning
	Model training without raw data sharing
	Privacy-respecting, distributed learning
	Complex implementation, slower convergence

	Homomorphic Encryption
	Data processing without decryption
	High confidentiality
	Computation-intensive

	AI Red-teaming
	Adversarial testing of AI systems
	Exposes system vulnerabilities proactively
	Requires expertise and resources


1. Differential privacy is used by the U.S. Census and Apple [21].
2. Federated learning reduces data exposure by training models locally [22].
3. Homomorphic encryption allows secure computation but is resource-heavy [22].
4. AI red-teaming helps identify exploitable flaws before deployment [23].

1.12. Privacy-Preserving Technologies
Table 5: Strategic Recommendations for Future Research and Policy
	Focus Area
	Proposed Action
	Expected Outcome

	Cybersecurity simulation labs
	Stress-test AI surveillance tools against cyberattacks
	Robust model defense, increased trustworthiness

	AI ethics certification
	Develop global certification frameworks
	Standardized, safe deployment of digital tools

	Capacity building in LMICs
	Train public health professionals in cybersecurity principles
	Narrowing digital equity and skills gap

	Interdisciplinary collaboration
	Joint programs in public health, CS, and law
	Holistic and sustainable policy development


1. Cyberattack simulations improve preparedness and system resilience [24].
2. Certification efforts are aligned with emerging AI regulation frameworks [25].
3. Capacity building in LMICs is crucial to global health security [26].
4. Interdisciplinary integration ensures ethical and practical relevance [27].

Techniques like federated learning, differential privacy, and homomorphic encryption can allow data analysis without compromising personal information. These methods enable collaborative surveillance while minimizing data exposure.

2.1 AI Transparency and Auditability
Developing explainable AI models and establishing routine audits of algorithmic outputs are essential to detect manipulation and ensure public trust. Model documentation and third-party validation should become standard practice.

2.2. Cross-Sector Collaboration
Cybersecurity in digital epidemiology requires partnerships between public health institutions, cybersecurity experts, and private tech companies. Establishing a global task force, potentially under WHO, could facilitate coordination and response to cyber threats.

2.3. Legal and Policy Reforms
New international agreements akin to the International Health Regulations (IHR) should be developed to govern digital health cybersecurity [27]. These should address cross-border data sharing, AI accountability, and emergency protocols for cyber incidents during pandemics.

3.1 Future Directions
Future research should focus on dynamic risk modeling for epidemiological platforms, AI ethics certification, and training programs to enhance cybersecurity literacy among public health professionals. Simulation tools for cyberattack scenarios could also prepare systems for real-world challenges. Establishing cyber-resilience benchmarks for health surveillance technologies will be pivotal in ensuring sustainable and secure digital epidemiology.

4. Conclusion
Digital epidemiology stands at the intersection of opportunity and vulnerability. While AI and big data enhance our ability to detect and respond to health crises, they also expose public health systems to unprecedented cybersecurity risks. Addressing these gaps requires a multidimensional approach technical, legal, and ethical. Without urgent reforms, the trust and efficacy of digital epidemiological tools will remain fragile, threatening the global capacity to combat future pandemics.
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