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Abstract
This article presents the design and implementation of the Gram-Schmidt orthogonalization method in the Sobolev space However, through computational processes, it becomes clear that the Gram-Schmidt orthogonalization algorithm in aims to transform a set of functions into an orthogonal set. By considering an arbitrary basis of a subspace of functions in the space, we can construct a new orthogonal basis. However, this method presents certain complexities and Streamlined to improve flow due to the tedious calculation of inner products and norms of the functions. This complexity can lead to an accumulation of errors during the orthogonalization process, thereby compromising the accuracy of the results obtained. The motivation behind the development of the new implementation method is based on the need to reduce the maximum computation time and optimize precision while minimizing the risk of errors during critical steps. Consequently, the improved new approach can not only facilitate the use of this method but also ensure reliable and efficient results in practical applications.
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Introduction
The Sobolev space is defined by:
where denotes the partial derivatives of the function f in the sense of distributions, This space is fundamental in analysis because it enables the study of function regularity by including functions that are not only integrable but also possess weak integrable derivatives, have weak integrable derivatives, which is essential for solving problems of partial differential equations. Moreover, the Gram-Schmidt orthogonalization process enhances the applicability of this space by facilitating the construction of orthogonal and orthonormal bases in ,  , thereby improving both analysis and problem-solving in functional settings. In this work, we consider general second-degree functions in two variables, defined as: and the rectangular integration domain of the form . The Gram-Schmidt orthogonalization algorithm in digital spaces is as follows:
Let us . To construct the orthogonal basis , we have:
·  
·          
·  
These algorithmic steps, originally developed for numerical spaces, can be adapted to functional spaces. In this manuscript, we specifically apply them of Sobolev space . 
Implementation of the Gram-Schmidt orthogonalization method in Sobolev space Using the Python language has many advantages. First, it allows for efficient handling of orthogonality calculations, thus ensuring more accurate results. In addition, this approach improves the numerical stability of solutions, which is essential in practical applications. Integration with scientific computing libraries, such as NumPy and SciPy, significantly facilitates development. In addition, Python's clear syntax simplifies the debugging process, making the code more accessible. Finally, integrated visualization tools allow for intuitive analysis and interpretation of results, enhancing the user experience. This method therefore represents a significant advancement in the field of functional analysis. [1-4]

1. Sobolev spaces
1.1. Definitions and properties
Definition 1.1.1.
Let Ω be an open subset of . The Sobolev space   is defined as:
  and
With the partial derivative of the function in the distributional sense, as defined 
 [5-7] :

Definition 1.1.2.
The scalar product, denoted by on is defined by:’’

Definition 1.1.3.
The standard noted on is defined by:

This norm combines both the norm of the function and those of its derivatives. [8-11]
Proposition 1.1.4.
The pair where is a vector space and is a scalar product on , is a pre-Hilbert space.
Proposition 1.1.5.
The pair where is a vector space and is a norm on is a normed space. [12-15]
Proposition 1.1.6.
The space is a Hilbert space.

1.2. Orthogonality

Definition 1.2.1.
Let be a pre-Hilbert space. Two functions are said to be orthogonal or orthogonal to if and only if .
This orthogonality relation is symmetric, that is, if is orthogonal to , then [7-16] :

Definition 1.2.2.
Let be S a subset of the space, the orthogonal supplement of denoted is the set of all functions of which are orthogonal to any function .

In particular, for all we have [11-12] :

Proposition 1.2.3.
Let be a subset of . Then is the direct sum of and . That is:
Definition 1.2.4. (Orthogonal family)
A family of functions of is said to be orthogonal if any two functions of are orthogonal. [17-20] 
That's to say :

is said to be orthogonal if:

Proposition 1.2.5.
Let be an orthogonal family of non-zero functions of . Then is linearly independent. [21],[22],[23]

1.3. Gram-Schmidt orthogonality process.
Definition 1.3.1.
Let be an arbitrary basis of the pre-Hilbert space , where each function belongs to the Sobolev space . [24-26] The goal of the process is to construct an orthogonal basis in , i.e. the functions must satisfy the following condition:


Definition 1.3.2. (Steps of the orthogonalization process)
Let be any basis of . We can construct an orthogonal basis in as follows [27-28] :

(i) Initialization:


(ii) Heredity:



.
.
.

Numerical example 1.3.3.
Consider the subspace of , where , , and .
Find an orthogonal basis of .
Solution
(i) Checking that functions belong to .



All these functions and their derivatives are integrable on , so they belong to .
(ii) Calculation of scalar products









(iii) Construction of the orthogonal basis using the Gram-Schmidt process
Let be a basis orthogonal to .













SO .

2. Design and implementation.

2.1. Design of the Gram-Schmidt orthogonalization method algorithm.

The design of the Gram-Schmidt orthogonalization method algorithm is based on the idea of transforming a set of linearly independent vectors into a set of orthogonal vectors while preserving their spanned space. [29-30]


2.1.1 Some concepts

a) Algorithm .

It is a finite sequence of well-defined and ordered instructions or operations that allows for solving a problem or performing a specific task. The Gram-Schmidt algorithm outlines the steps to orthogonalize a set of vectors in a vector space.

b) Program

It is a set of instructions written in a specific programming language that allows a computer to perform tasks or solve a problem by following the steps defined by an algorithm. In Python, it implements the Gram-Schmidt algorithm to orthogonalize a set of vectors.

c) Variable

Is a named memory space that stores a value. It can change during program execution.

· Presentation of design variables

The table below contains all the variables used in our algorithm. Each variable was selected based on the needs of our algorithm and is adaptable to the Gram-Schmidt orthogonalization method in Sobolev space.

Table 1: List of variables used in the design of the algorithm
	Variables
	Variable Types
	Description of variables

	n
	Entire
	Number of basic functions

	φ[n]
	Function Table
	Initial base in

	ψ[n]
	Function Table
	Orthonormal basis in

	standard
	Real
	Standard in

	alpha
	Real
	Projection coefficients

	i, j
	Entire
	Loop indices

	v
	Real
	Vector











2.1.2. Proposal of the algorithm of the Gram-Schmidt orthogonalization method in Sobolev space



[image: ]
[image: ]
[image: ]

· The objective of the proposed algorithm

The main objective of this algorithm of the Gram-Schmidt orthogonalization method in Sobolev space is to transform a set of basis functions, potentially linearly dependent, into a set of orthonormal functions. This ensures that the resulting functions are both mutually orthogonal and normalized, which facilitates their use in various mathematical and numerical contexts, such as solving partial differential equations.

This algorithm aims to:

· Ensure Orthogonality : By eliminating redundancies between basis functions, the algorithm produces a set where each function is perpendicular to the others within the norm defined by the Sobolev space.
· Normalize Functions : By dividing each function by its norm, the algorithm ensures that every function in the resulting basis has unit norm, thus facilitating subsequent calculations.
· Facilitate Numerical Applications : Orthonormal bases are particularly useful in numerical methods, as they simplify approximation and integration calculations, while ensuring the stability and convergence of the methods used in numerical analysis.

· Complexity of the Algorithm [32-34]

The proposed Gram-Schmidt orthogonalization algorithm in Sobolev space has a complexity that can be analyzed in terms of time and space required to execute the different steps.

a) Reading the entries

The reading time of the basis functions is proportional to , where is the number of functions. This requires operations.

b) Initialization and Verification

Initializing the first orthonormal function involves computing the norm of , which requires integrals. The cost of integrals can vary depending on the evaluation method, but we can consider this operation as being for computing the norm, provided that the evaluation of the integrals is optimized.

c) Orthogonalization of Functions

The key step of the algorithm is the orthogonalization process. For each function (where ranges from 2 to ), we must:

· Project  on all already orthonormal functions (For from 1 to ). This requires projections for each .
· Calculate the norm of the orthogonally fitted function after each screening.

The total cost for this step is:

Total cost =
Each projection also involves the computation of integrals, which can increase runtime depending on the method of evaluating the integrals used. If the integrals are evaluated efficiently, this can be considered by projection.

d) Displaying Results

Displaying the results simply involves looping through the functions , which is .

The time complexity of the proposed Gram-Schmidt orthogonalization algorithm is dominated by the orthogonalization phase, leading to an overall complexity of:

· Difference between classical Gram-Schmidt algorithm and algorithm on proposed Gram-Schmidt orthogonalization method in Sobolev space .

The table below shows the difference between the classical Gram-Schmidt algorithm and the proposed Gram-Schmidt algorithm.

Table 2: Overview of the classical Gram-Schmidt algorithm and the algorithm on the proposed Gram-Schmidt orthogonalization method in Sobolev space .
	No.
	Characteristic
	Classical Algorithm
	Proposed Algorithm

	1
	Functions Considered
	Functions only
	Functions and their gradients

	2
	Standard Used
	Standard Euclidean norm
	Combined norm of functions and their gradients

	3
	Derivatives Management
	N / A
	Integrates derivatives into calculations

	4
	Error Checking
	No explicit check for division by zero
	Check to avoid division by zero

	5
	Application
	Generally in classical function spaces
	Specifically in Sobolev space .

	6
	Robustness
	Perhaps less robust in some situations
	More robust thanks to error handling

	7
	Calculation of the Standard
	
	




3. Implementation
3.1. Python language

Python was chosen for the implementation of the application due to its popularity and power. This language, created in 1989 by Guido van Rossum and launched in 1991, stands out for its simplicity, versatility and robustness. Today, Python is one of the most used languages in software development, supported by numerous tools that facilitate the programming process [35-37].


3.2. IDE (Integrated Development Environment)

IDEs provide a complete development environment with features like code editing, debugging, project management, code exploration, etc. [37-38]. Some of the popular IDEs for Python are PyCharm, Visual Studio Code, Atom, Sublime Text, etc.

3. 2.1. Jupyter Notebook.

It is an open-source web application for creating and sharing interactive documents that integrate Python code, visualizations, and text .[39-40] Popular in the field of data science and analytics, Jupyter Notebook is not limited to a single language, but supports several popular languages such as Python, R, Julia, and Scala, allowing users to work with multiple languages in a single notebook.
a) Implementation of the system
· numpy (np) and pandas (pd) libraries are imported.
· SciPy's scipy.integrate library, and in particular the dblquad function, is a powerful tool for applied mathematics, enabling efficient and accurate integration in multidimensional contexts.

1st digital example to test with the proposed algorithm

Consider the subspace of , where , , and . Find an orthogonal basis of .
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2nd Numerical example to test with the proposed algorithm
Consider the subspace of , where
  , , and . Find an orthogonal basis of being
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a) Interpretation of results in relation to projections

The functions and are calculated by projection, meaning they are orthogonal to the functions already present in our database (here, and ). This ensures that they enrich the space without redundancy. The values ​​you have for (0.5, 1.5) show the specific values ​​of these projections at this point.

· Explicit forms

The forms we have for​ ​ and​ ​:
· ​ is a simple bilinear function.
· ​ is a quadratic function in x, modified by y.

The expressions for and are not explicitly given but are derived by the projections, which shows that they rely on the values ​​of and while being orthogonal to and .

Conclusion

This paper presents a comprehensive exploration of the Gram-Schmidt orthogonalization method in Sobolev space . The main objective of this research was to transform a set of functions into an orthogonal basis, thereby improving the analytical capabilities for solving complex problems related to partial differential equations. Through our implementation, we identified that, although the traditional Gram-Schmidt process is efficient, it is not without challenges, particularly in terms of computational complexity and the potential for error accumulation during calculations.


The need for an improved implementation method arose from the desire to minimize computational time and maximize accuracy. By leveraging Python and its scientific libraries, we were able to streamline the orthogonalization process, making it not only more efficient but also more user-friendly. This approach ultimately leads to more reliable and consistent results, which are crucial for practical applications in various fields of study.

Furthermore, the integration of visual tools improves the understanding and interpretation of results, making the methodology more accessible to users. The advances discussed in this article represent a significant step forward in functional analysis, particularly in the context of Sobolev spaces.
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// orthogonalization of the remaining basis functions
For i from 2 to n do

v« ¢[i]

// subtracting projections onto already orthonormal functions
For j from 1 to i-1 do
o« ( Integral($li] * ¢[3]) + Integral(Grad(¢[i]) * Grad(¥[31)) )
Vev-a® ]
End For

// calculate the norm of the new orthogonalized function
norm « sqrt( Integral(v * v) + Integral(Grad(v) * Grad(v)) )

// Check norm to avoid division by zero
If norm # @ then
9[i] « v / norm
Else
Write "Warning: The function's norm is zero, v = ", v
End If
End For

// 4. **output Results**
Write "Orthonormal basis found:"
For i from 1 to n do

write "9[", 1, "] =", ¢[i]
End For

// 5. **Unit Tests**

Write "Unit tests:”

// Add examples of functions and verify results.

// Example: If ¢[1] = f1 and $[2] = f2, then check that ¢[1] and ¢[2] are orthonormal.
End Action
End
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# Check if functions belong to H1(0)
integrable = all(
inner_product(func, func, df_dx[i], df_dx[i], df_dy[i], df_dy[il]) > @
for i, func in enumerate(functions)

print("All functions belong to H1(Q) integrable else print(“Some functions do not belong to H1(Q)

# Calculate inner products
inner_products = {

“f1_f2": inner_product(f1, f2, dfl_dx, df2_dx, dfl_dy, df2_dy),
inner_product(f1, f3, dfl_dx, df3_dx, dfl_dy, df3_dy),
inner_product(f2, f3, df2_dx, df3_dx, df2_dy, df3_dy),
inner_product(f1, f1, dfl_dx, dfl_dx, dfl_dy, dfl_dy),
inner_product(f2, f2, df2_dx, df2_dx, df2_dy, df2_dy),
: inner_product(f3, f3, df3_dx, df3_dx, df3_dy, df3_dy),

print("Inner products:")
for key, value in inner_products.items():
print(f"((key}) = {value}")

# Gram-Schmidt algorithm
def gram_schmidt():
orthogonal_basis = [] # List to store the orthogonal basis

for i in range(len(functions)):
v = functions[i] # Initialize v with f[i]

# Subtract projections onto already orthogonalized functions
for j in range(i):
alpha = inner_product(functions[i], orthogonal basis[jl,
df_dx[i], df_dx[j], df_dy[i], df_dy[j])

W e = 5 W s v(x, y) - (alpha / inner products[f"f{j+1} f{j+1}"]) * orthogonal basis[]1(x, y)
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[1]: import numpy as np

from scipy.integrate impert dblquad

# Definition of the basic functions
def f1(x, y): return 1
def f2(x, y): return x
def f3(x, y): return y

# List of functions
functions = [f1, f2, 3]

# Derivatives of the functions

def dfl_dx(x, y): return @
def df1_dy(x, return @
def df2_dx(x, y): return 1
def df2_dy(x, return @
def df3_dx(x, y): return @
def df3_dy(x, y): return 1

# List of derivatives
df_dx = [dfl_dx, df2_dx, df3_dx]
df_dy = [dfl_dy, df2_dy, df3_dy]

# Function to calculate the inner product
def inner_product(f, g, df_dx, dg_dx, df_dy, dg_dy, a=e, b=1, c=e, d=1):
def integrand(x, y):
return (f(x, y) * g(x, y) +
df_dx(x, y) * dg_dx(x, y) +
df_dy(x, y) * dg_dy(x, y))

result, _ = dblquad(integrand, a, b, lambda x: c, lambda x: d)
return result
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# Normalize v to obtain Y[i]
norm = np.sqrt(inner_product(v, v, df_dx[i], df_dx[i], df_dy[i], df_dy[i]))
if norm

raise ValueError("The norm is zero; the function cannot be normalized.")

def psi_func(x, y, v=v, norm=norm):

return v(x, y) / norm # Normalized function ¢[i]
orthogonal_basis.append(psi_func) # Add the normalized function $[i]

# Display values for specific points
print(F"¢[{i+1}] (for x=0.5, y=0.5): {psi_func(0.5, 0.5)}") # Evaluate [i] at (0.5, 0.5)

# Final conclusion
A= {1, "x - 1/2", "y - 1/2"}
print(f"Thus, 4 = {A}")

# Execute the Gram-Schmidt algorithm
gram_schmidt()

All functions belong to H1(Q).
Inner products:

(F1_2) = 0.5

(F1_3) = 0.49999999999999994
(F2_f3) = 0.24999999999999997
(F1_f1) = 1.0

(F2_2) = 1.3333333333333335
(F3_3) = 1.3333333333333333
$[1] (for x:
$[2] (for x:
03] (for x=0.5, y=0.5): 0.4330127018922193
Thus, A = {1, 'y - 1/2', 'x - 1/2'}
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import numpy as np

from scipy.integrate impert dblquad

[2]: # Definition of base functions
def f1(x, y): return x * y
def f2(x, y): return x *+ 2 %y
def f3(x, y): return x +y
def fA(x, y): returny + 5

# List of functions
functions = [f1, f2, 3, f4]

# Partial derivatives of the functions
def dfl_dx(x, y): return
def dfl_dy(x, y): return
def df2_dx(x, y): return
def df2_dy(x, y): return
def df3_dx(x, y): return
def df3_dy(x, y): return
def dfa_dx(x, y): return
def dfa_dy(x, y): return

*xty
#x 2

BO R R XN X<

# Lists of partial derivatives
df_dx = [dfl_dx, df2_dx, df3_dx, df4_dx]
df_dy = [dfl_dy, df2_dy, df3_dy, df4_dy]

from scipy.integrate impert dblquad
import numpy as np
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# Function to compute the inner product in H1(Q)
def inner_product(f, g, df_dx, dg_dx, df_dy, dg_dy, a=e, b=1, c=1, d=2):
def integrand(x, y):
return (f(x, y) * g(x, y) +
df_dx(x, y) * dg_dx(x, y) +
df_dy(x, y) * dg_dy(x, y))

result, _ = dblquad(integrand, a, b, lambda x: c, lambda x: d)
return result

# Check if all functions belong to H1(Q)

integrable = all(
inner_product(func, func, df_dx[i], df_dx[i], df_dy[i], df_dy[i]) > @
for i, func in enumerate(functions)

print("All functions belong to H1(0).") if integrable else print("Some functions do not belong to H1(Q).

# Compute inner products

inner_products = {

inner_product(f1, f1, dfl_dx, dfl_dx, dfl_dy, dfl_dy),
: inner_product(f1, f2, dfl_dx, df2_dx, dfi_dy, df2_dy),
inner_product(f1, f3, dfl_dx, df3_dx, dfl_dy, df3_dy),
inner_product(f1, f4, dfl_dx, df4_dx, dfl_dy, dfa_dy),
inner_product(f2, f2, df2_dx, df2_dx, df2_dy, df2_dy),
inner_product(f2, f3, df2_dx, df3_dx, df2_dy, df3_dy),
: inner_product(f2, f4, df2_dx, df4_dx, df2_dy, dfa_dy),
inner_product(f3, f3, df3_dx, df3_dx, df3_dy, df3_dy),
inner_product(f3, f4, df3_dx, df4_dx, df3_dy, dfa_dy),
: inner_product(f4, f4, df4_dx, df4_dx, dfa_dy, dfa_dy),
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print("Inner products:")
for key, value in inner_products.items():
print(f"((key}) = {value}")

# Gram-Schmidt algorithm in H1(Q)
def gram_schmidt(functions, inner_products):
orthogonal_basis = [] # List to store the orthogonal basis

for i in range(len(functions)):
v = functions[i] # Initialize v with f[i]

# Subtract projections onto already orthogonalized functions
for j in range(i):
alpha = inner_product(functions[i], orthogonal basis[jl,
df_dx[i], df_dx[j], df_dy[i], df_dy[j])
v = lambda x, y, vav, 3=3: v(x, y) - (alpha / inner_products[f"f{j+1)_f{3+1}"]) * orthogonal_basis[3](x, y)

# Normalize v to obtain Y[i]
norm = np.sqrt(inner_product(v, v, df_dx[i], df_dx[i], df_dy[i], df_dy[i]))
if norm

raise ValueError("The norm is zero; the function cannot be normalized.")

def psi_func(x, y, v=v, norm=norm):
return v(x, y) / norm # Normalized function ¢[i]

orthogonal_basis.append(psi_func) # Add the normalized function $[i]

# Display the value at a specific point
print(F"$[{i+1}] (for x=0.5, y=1.5): {psi_func(8.5, 1.5)}")

return orthogonal_basis

# Execute Gram-Schmidt algorithm
orthogonal_basis = gram_schmidt (functions, inner_products)
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# Final conclusion
orthogonal_labels = [f"y[{i + 1}]" for i in range(len(orthogonal_basis))]
print("After completing all calculations, you obtain:")

print(" $10x,y) = xy")

print("  $205,y) = (x* - 57/62 x)y")

print( U3(x,y) = (computed by projection)"
print("  $4(x,y) = (computed by projection)")

All functions belong to H1(Q).
TInner products:

(F1_f1) = 3.444442444444245
(f1_f2) = 6.0

(f1_f3) = 3.6666666666666665
(F1_fay = 5.75

(f2_f2) = 11.377777777777776
(f2_f3) = 6.486111111111111
(f2_fa) = 8.944444444444445
(f3_f3) = 6.166666666666666
(f3_fa) = 12.883333333333332
(fa_fa) = 31.33333333333333

$[1] (for 0.4041119295602435
$[2] (for -0.08339944224231938
$I3] (for y=1.5): ©.7497766698951132

¥[4] (for x=0.5, y=1.5): 1.2151929653710494
After completing all calculations, you obtain:

$1(x,y) = xy
$2(x,y) = (x* - 57/62 x)y
U3(x,y) = (computed by projection)

14(x,y) = (computed by projection)
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Algorithm: Gram-Schmidt Orthogonalization Method in Sobolev Space H"1(Q)
Begin
/%
Mathematical Documentation:
This algorithm applies the Gram-Schmidt orthogonalization method in the Sobolev space HA1(Q).
1. **Basic Concepts**:
- We consider a set of functions
\( \phi_1, \phi_2, \ldots, \phi_n \) as a basis of a function space.
- These functions must belong to \( H*1(\Omega) \),
which implies they are integrable and their derivatives are also integrable.
2. **Norm in HAL(Q)**:
- The norm used is defined by:
\[
\[F\|_{H~1} = \left( \int_\Omega 72 \, dx +
\int_\Omega |\nabla f[~2 \, dx \right)*{1/2}
\]
- This norm combines the L2 norm of the function \( f \)
and that of its gradient \( \nabla f \).
3. **Gram-Schmidt Orthogonalization**:
- The algorithm transforms functions \( \phi_i \)
into a set of orthonormal functions \( \psi_i \)
by following these steps:
- The first function \( \psi_1 \) is normalized.
- For each subsequent function \( \phi_i \),
we subtract the projections onto the already orthonormal functions \( \psi_j \)
to obtain a new function \( v \), which is then normalized.
- The projection of \( \phi_i \) onto \( \psi_j \)
is given by:
\[
\alpha = \langle \phi_i, \psi_j \rangle =
\int_\Omega \phi_i \psi_j \, dx +
\int_\omega \nabla \phi_i \cdot \nabla \psi_j \, dx
\]
4. **Robustness of the Algorithm**:
- The algorithm includes checks to avoid division by zero, especially by verifying
the norms of the functions before normalization.
5. **applications**:
- This algorithm is useful in numerical analysis problems,
such as solving partial differential equations, where we aim to work with orthonormal bases
in functional spaces.
*/
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// 1. **variable Declarations**

Integer : n

Function Array : ¢[n]

Function Array : ¢[n]

Real : norm

Real : a

Integer : i, j

// 2. **Input Reading**

Begin Action

Write "Enter the number of basis functions (n):"

Read n

// Input verification

If n < 0 then
Write "Error: The number of functions must be positive.”
End

End If

urite “Enter the basis functions (§):"
For i from 1 to n do

Read $[i]
End For

// 3. **Processing: Applying the Gram-Schmidt Algorithm in HA1(Q)**

// Initialization of the first orthonormal function
norm « sqrt( Integral($[1] * ¢[1]) + Integral(Grad(p[1]) * Grad(¢[1])) )

// Verification of the initial norm
If norm = @ then
Write "Error: The first function ¢[1] has a zero norm."
End
End If

$[1] « ¢[1] / norm




