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	Reviewer’s comment
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	Author’s Feedback (It is mandatory that authors should write his/her feedback here)



	Please write a few sentences regarding the importance of this manuscript for the scientific community. A minimum of 3-4 sentences may be required for this part.


	This manuscript contributes meaningfully to the field of feature selection in machine learning. The proposed 3ConFA framework offers a systematic ensemble approach that ensures high quality features are retained without compromising model performance. It is particularly relevant for domains involving high dimensional datasets where interpretability, computational efficiency and model robustness are critical. The inclusion of extensive experimental evaluation, comparison with state of the art methods and adaptive thresholding makes the work both scientifically sound and practically valuable.
	

	Is the title of the article suitable?

(If not please suggest an alternative title)


	Yes, the title is appropriate and descriptive.
	

	Is the abstract of the article comprehensive? Do you suggest the addition (or deletion) of some points in this section? Please write your suggestions here.


	The abstract captures the core contributions and results effectively. It is mostly comprehensive. However, there could be minor edits to improve conciseness and clarity.
	

	Is the manuscript scientifically, correct? Please write here.
	Yes, the methodology is well conceived and supported by experimental results. The 3ConFA framework is logically sound, combining filter and wrapper methods in a structured ensemble. The adaptive thresholding using quantiles adds rigor to the selection process.
	

	Are the references sufficient and recent? If you have suggestions of additional references, please mention them in the review form.
	The references are generally sufficient and recent, with multiple works cited from 2023–2024. However, a few additional citations could enhance the depth
	

	Is the language/English quality of the article suitable for scholarly communications?


	The manuscript's English is understandable but would benefit from language polishing. There are several grammatical inconsistencies, punctuation issues and redundancies. A professional language edit is recommended to meet scholarly communication standards.
	

	Optional/General comments


	The authors should consider explicitly stating computational complexity in the algorithmic sections particularly how the initial filtering affects DT-RFE's overall cost. Figures and tables are informative however legends and axis labels in the plots should be more detailed for standalone readability. The paper would benefit from a clearer separation of methodology and results for better structure.
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