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Development and Evaluation of Wearable Smart Gloves for Real-Time Sign Language Translation

15	ABSTRACT

Aims: To design and execute a two-way sign language translator aimed at enhancing communication between hearing and deaf-Dumb individuals. The device seeks to address accessibility challenges by accurately translating sign language into audio for hearing people.
Study Design: A technological research and development study focused on gesture recognition and audio generation.
Place and Duration of Study: Conducted at [The Higher Institute of Engineering and Technology in New Damietta.] over [January 2025 to December 2025].
Methodology: The translator uses a hand motion detection technology to interpret sign language and generates corresponding text outputs. For reverse translation, the device converts textual input into audio using a pre-designed audio database, including both hearing and deaf-Dumb individuals, to validate usability and accuracy. Performance was assessed based on parameters like recognition accuracy and ease of use.
Results: User testing demonstrated high device accuracy, Participants rated the device as user-friendly and effective in facilitating communication. The findings underline the potential of the system in bridging communication gaps in everyday interactions for deaf-Dumb individuals.
Challenges: One of the challenges encountered during the development of this device was effectively communicating its functionality to the target users and ensuring their adaptation to its use.




Conclusions: This two-way sign language translator presents a promising solution to improve accessibility and communication for deaf-Dumb individuals. It combines innovative gesture recognition with intuitive audio generation to address a significant societal need. Looking forward, our vision is to see this innovation adopted broadly, not only by individuals with disabilities but also by the general population, fostering a more inclusive society.
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34 1. INTRODUCTION 
35 [bookmark: _Hlk192899574]As illustrated in Figure 1, the everyday lives of people with impairments, including deaf-Dumb
36 people, have significantly improved as a result of technological advancements. One of the most 
37 important components of human contact is communication, and its absence can lead to
38 loneliness and social rejection. Communication barriers between deaf-Dumb people and the
39 hearing community frequently result in miscommunications and restricted access
40 to services and information [1]. Sign languages have been utilized by humans for
41 communication and message delivery, especially by deaf societies. Facial emotions,
42 hand shapes, and hand orientation and movement can all be used to communicate a speaker's
43 ideas through sign language. utilized concurrently. Nonetheless, very few regular people are
44 familiar with sign language. As a result, it could be difficult for people who regularly communicate 
45 using sign language to have conversations or just to share their opinions with others Thus,
46 solutions have been created to help deaf communities hear or communicate with others as a 
47 result of the quick development of technology. Deafness and other communication impairments
48 can be helped by a variety of over-the-counter hearing aids, such as behind-the-ear, in-the-ear,
49 and canal aids. Although hearing aids are Although these devices are helpful, employing 
50 one could make the user uneasy or make background noise audible. Scientists have therefore
51  been developing a
52 variety of methods to translate motions in sign language. Wearable technology and vision- based 
53 systems are the two primary methods. Vision-based systems use image processing techniques 
54 such as feature extraction to identify hand and finger
55 movements. This describes a number of additional studies on the application of a visionbased 
56 system for translating sign language.
57 To eliminate cables, the wearable will be connected to a microcontroller, and the
58 The smart glove will translate sign language into spoken or written speech using a number of 
59 techniques. Mobile phones with Bluetooth capabilities are used in this study to show translated 
60 audio and text [2].
61 The American Sign Language alphabet was used in this paper, as indicated in Figure 2. The 
62 major goal of this endeavor is to create a wearable device that will facilitate communication 
63 between deaf groups and the general public while taking user comfort into account. The following 
64 is a description of how the paper is structured, hardware component section II, Hardware circuit 
65 design in section III, Results and Discussion section IV, The conclusion provided in V[3].
66 




[image: ]




67 Smart Gloves
68 
69 The smart gloves are just regular gloves that have sensors built into them. Flex sensors and 
70 gyroscopes make up the majority of these sensors. A microcontroller that receives input from the 
71 sensors, processes the information, and outputs the results as text controls these sensors.
72 The gloves have one gyroscopes and five flex sensors. Figure 3 [4] illustrates how these
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73 A - Suggested Framework
74 Figure 4 shows that every component is linked to an Arduino Uno. The HC-05 Bluetooth connects the Arduino Uno to the mobile phone. Hand gesture-sensing data from
75 accelerometers and flex sensors is transmitted to an Arduino Uno, which processes and compares the data. The generated data is then communicated to a mobile device via HC05 Bluetooth, where the output is shown. There are two sections to the suggested system:-




76 1 - The transmitter section
77 Devices like the Arduino Nano, HC-05 Bluetooth Module, accelerometers, and Flex sensors are included in this section.
78 2-Section of the Receiver
79 This section's gadget is a mobile phone.[3]


[image: A diagram of a sign language
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80 Block Diagram
81 	Accelerometer sensors measure linear hand motions in the X-axis and produce 
82 various X values that correspond to the X-axis movement
83 	Following the use of five accelerometers to detect the gesture, all sensor data are then 
84 handled by the MCU node.
[image: A diagram of a block diagram
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85 Components of hardware
86 Five flex sensors, one for each finger, were used in the construction of a smart glove that 
87 translated ASL characters into spoken and written characters for a mobile phone application. 
88 The accelerometer in the back of the hand indicated whether the hand was positioned vertically 
89 or horizontally, an Arduino nano was used to write the code, and an HC-05 Bluetooth was used 
90 to link the glove to the phone [6].




91 A - The Arduino nanocontroller
92 Based on the ATmega328P,
93  the Arduino Nano (Fig. 5(a))
94  is a comprehensive, compact, and breadboard-friendly board. It has six digital I/O pins, 
95 fourteen 16MHz CLK speed and analog input pins. It serves as the SSG-Sys's brain in this 
96 paper, processing sensor input and providing text-based outputs. 
97 b) Flex sensor
98 In essence, a flex sensor (Fig. 5(b)) is a variable resistor, and when the sensor is bent, its 
99 terminal resistance rises. Five 2.2-inch flex sensors were affixed to the glove's fingertips for this 
100 study. The fingers bend in response to a gesture, and
101 the Arduino Nano receives a particular value from each sensor.
102 c) Bluetooth module HC-05
103 The user can view the data on the mobile app that is transformed on the Arduino board with the 
104 help of the HC-05 Bluetooth module (Fig. 5(c)). It is quite
105 simple to combine with microcontrollers since the Serial Port Protocol (SPP) is how it operates.
106  d) 10k Ohm resistor
107 One part of the circuit that limits the flow of electrical current is the 10k ohm resistor (Fig. 
108 5(d)). It is a crucial element frequently utilized in circuits and electronic projects.
109  e) A speedometer called the MPU-6050
110 The accelerometer sensor (Fig. 5(e)) is utilized to monitor the hand's movement and direction. 
111 The three-axis accelerometer found in each MPU-6050 is accountable for the X, Y, and Z axes' 
112 linear acceleration measurements. To detect the bending motion, it is placed on the wrist.
113 f) A breadboard
114  plastic board with many tiny holes used to build and test circuits is called a breadboard 
115 (Fig. 5(f)). It can be used to supply a variety of devices. with strength.
116 g) Wire jumpers
117 To connect components on the breadboard, a jump wire (Fig. 5(g)) is a single electrical wire or a 
118 collection of them in a cable. and the header pins of the Arduino.
119  h) USB cord
120 The smart glove cannot function without a USB cable (Fig. 5(h)), which powers the Arduino 
121 Nano by connecting to a laptop.
122  i) The glove
123 The right-hand glove (Fig. 5(i)) utilized in this research is black, composed of cotton, and flexible 
124 enough to allow the user to wiggle his fingers. 5 organically when making motions
125  j) Android smartphones
126 mobile phone using the Android operating system, the Android mobile (Fig. 5(j)) has 
127 more sophisticated computing power and greater capacity for communication than a 
128 [image: A group of electronic components
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129 Fig. 5: SSG-Sys hardware components a breadboard, an Arduino nano, a flex sensor, an HC-05 
130 Bluetooth module, a resistor, an accelerometer, jumper wires, a USB cable, an Android 
131 smartphone, and a glove.[7]

132 Components of software
133 The suggested SSG-Sys software components are described in depth in the section that follows.

134  A) Software for Fritzing
135 Users can create electronic circuits with this open-source program. It helps them move from 
136 testing prototypes to building more environmentally friendly circuits. "0.9.8" is the version 
137 utilized in this work. Using Fritzing software, the circuit design of the suggested SSG-Sys is 
138 displayed in Fig. 6.
139  A.Proteus software
140  B.A program called Proteus is used to simulate different projects before they are 
141 implemented in hardware. It has sensors, additional electronic parts, and other non- Additional
142 elements that can be added to the Proteus's library area by downloading and adding 
143 particular libraries. The Proteus software version "8.10" is used in this work. The 
144 Proteus software simulation of the suggested SSG-Sys is displayed in Fig. 7.
145 C.The Arduino IDE
146 It is the application that opens, writes, modifies, and uploads the Arduino board's source 
147 code. Although it was developed using Java, the application makes use of Sketch, a 
148 programming language that is comparable to C and C++. The Arduino IDE version 
149 "2.1.0" is used in this study. The Arduino IDE's sample code for the suggested SSG-Sys 
150 is seen in Fig. 8.
151 D.The second inventor
152 It is an open-source online application that lets people make apps that work on Android 
153 handsets. Users must first add buttons, graphics, and other interface components to their 
154 programs (Fig. 7(a) illustrates this). Second, they must use plain language instruction blocks that 
155 fit together like jigsaw pieces to add logic and procedures (Fig. 7(b)). [7].
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156 VOCAL GESTURES
157 The selected vocabulary includes gestures and positions that correspond to 24 ASL(American Sign Language) letters, 
158 syllables, or phrases. This illustrates the sensorized glove's ability to recognize both static and 
159 dynamic motions and shows a possible use case that could improve the naturalness of human 
160 interactions by instantly translating ASL into voice or text. The 13 dynamic gestures and 11 
161 static stances are shown in Fig. 10. Naturally, ASL highlights the need to recognize hand motion 
162 and posture.I and J or A and Sorry are two examples of vocabulary entry pairings that share the 
163 same stance but have distinct dynamics. There are minor variations in hand positions, 
164 orientations, or motion instructions among other sets, such Eat, Home, and Thank You. Certain 
165 gestures, like "please" or "yes," are recurring motions that may or may not be repeated. The 
166 majority of the letters are in still, motionless attitudes. Thus, the selected language collectively 
167 tests the system's capacity to integrate motion and position data for multi-class gesture 
168 recognition [8].
169 








[image: A collage of hands wearing gloves
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170 In order to identify a variety of stances and dynamic actions, a vocabulary consisting of 24 ASL 
171 letters and words was chosen (Fig. 10). This results in a useful corpus for assessing how well 
172 the embedded glove system combines accelerometer-based motion information with strain-
173 based pose information [8].

174 System Overview

175 An overview of the suggested wearable sensor glove for the sign language translation system is 
176 shown in Figure 11. Three components make up the system: output, data processing, and input 
177 sensors. The smart glove's input sensors include five (5) units of
178 4.5inch flexible sensors on the back of each finger and a GY-61 accelerometer sensor on the 
179 back of the hand. An Arduino Nano microcontroller is connected to each sensor in order to 
180 process data. The ATmega328 single chip 8-bit microcontroller, a 5V operating voltage, and a 
181 processor clock with a speed of 16 MHz are all used in the tiny and compact Arduino Nano board. 
182 Its eight analogue pins are sufficient to connect to the input sensors needed for this task. The 
183 microcontroller processes and digitizes the data from the input sensors. It then recognizes the 
184 gestures and converts them into words, which are then sent to an Android-based smartphone 
185 application over an HC-05 Bluetooth module. The words will appear on the smartphone 
186 application if the Arduino Nano sends them there successfully, and the speaker on the 
187 smartphone will play the appropriate voices for the words [9].
[image: A diagram of a data processing system
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188 Performance and accuracy

189 The letters being recognized determine how effectively this system works and how accurate it is. 
190 Because they are so similar to one another, letters like "M," "N," and "T" might be inconvenient. 
191 On the other hand, statistically, this only occurs around 5% of the time. "C," "O," and "E" have 
192 issues that are comparable to those of those three letters.
193 In this instance, the issue is not just that they are extremely similar, but also that the joints are 
194 positioned in the midst of the range, which means that the fingers are neither flexed nor 
195 extended, and there is most likely a presence of oscillations from muscular twitching. Even 
196 though the minimal distance classifier or the provided criteria largely outperform this, it still 
197 occurs perhaps 80% to 85% of the time. Generally speaking, the other letters are separated 
198 from one another with great care, and the addition of the minimal distance classifier minimizes 
199 decision-making errors [10].

200 FLOWCHART OF THE PROJECT

201 The project's flowchart was created at the planning stage to make sure everything would go 
202 according to plan. Figure (12,13) displays the project's flowchart. After the research is finished, 
203 the project will begin with software development. GUIs and code are also a part of the software 
204 development process. C++ will be the coding language utilized for this
205 project because Arduino will be used [17]. After software development is finished, the code must 
206 be tested and run to find any coding or graphical user interface (GUI) flaws. Any errors must be 
207 corrected before proceeding to the next stage. The following stage is hardware development. As 
208 part of hardware development, the Flex and Arduino sensors are assembled [6,9]. These two 
209 pieces of equipment will help collect vibration data from the tool. The hardware and software 
210 components need to be connected. After thesoftware and hardware have been integrated, the 
211 system will be tested once more to find any potential issues. Any errors must be fixed prior to the 
212 experiment [11].
[image: A diagram of software development
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213 RESULTS AND DISCUSSION
214 Initial sensor calibration revealed that three of the sensors recorded a nearly constant increase in 
215 voltage when fingers were stretched straight for five seconds, a similar but relatively higher voltage 
216 when fingers were closed and fully bent for five seconds, and a similar pattern of voltage rising 
217 when fingers were moved from straight to fully bent in all three sensors. Additionally, their 
218 beginning and ending voltages were consistent with the ones that came before them, confirming 
219 the reliability and consistency of the outcome (Figure 14). While several images of the glove's 
220 operational video are shown in Figure 6, certain graphs acquired during data acquisition for 
221 specific alphabets are displayed in Figure 15.
222 Due to variations in skin tone and the inability to differentiate between hands and faces, the 
223 machine vision-based method may yield inconsistent results. Additionally, the user must cover 
224 their arms with clothing that has full sleeves. Furthermore, this approach may be negatively 
225 impacted by lighting effects. SignSpeak, on the other hand, offers a cameraindependent solution 
226 that is just as accurate in bright and dim lighting. identical to this, a boosted classifier tree approach 
227 for hand shape detection may produce unreliable results when hand photos have very basic and 
228 identical backgrounds for both training and test databases, but the SignSpeak approach is not 
229 image-based.While SignSpeak is a standalone glove that doesn't require a Kinect, gesture 
230 recognition using Kinect necessitates the configuration of a Kinect with sensors to gather both 
231 RGB and depth data for gesture translation. We first calculated the Euclidean distance of each 




232 set from the average of 23 training sets to assess the reproducibility of experimental 
233 measurements of SignSpeak. 85% was the result of calculating the percentage of these 
234 discrepancies. Later, by repairing one of the flex sensors that were positioned at the wrist bent, 
235 the accuracy was increased. Accuracy for an unskilled user was found to be approximately 92% 
236 after additional training sets were obtained [13].
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237 CONCLUSION

238 The GloSign glove, which converts sign language motions to letters and words, is proposed in this 
239 paper. Using the recognized letters and words, the system can also construct sentences. This 
240 glove decodes sign language gestures using a flex sensor and an IMU. The IBM Watson IoT 
241 platform receives these sensor data. The KNN machine learning technique is used to differentiate 
242 between movements that are similar or challenging. Sentences are then formed by combining the 
243 letters that were detected from the gestures.To address the errors in letter detection at the word 
244 and sentence levels, these sentences are subjected to an additional error correction layer known 
245 as the gesture fix method. Lastly, the system's output is translated to speech for convenience and 
246 shown on the screen. More research is required to increase the system's speed and accuracy so 
247 that it can help with more proficient sign language gesture verification [14].
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Figure 6 shows the planned SSG-Sys's circuit diagram using Fritzing software [7].
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Figure 8: Arduino IDE sample code for the suggested SSG-Sys [7].
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Figure 7: Proteus software is used to simulate the suggested SSG-Sys [7].
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Figure 9. The steps involved in creating the suggested Android application for SSG-Sys:
(@) design process, and (b) blocks process [7].
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A summary of the suggested wearable sensor glove for a sign language translation system
is shown in Figure 11[9].
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Project flow chart (Fig. 12) [11].
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Figure 15. Alphabet Data Acquisition [13].
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Figure 16: Working Glove Screenshots Displaying Different Alphabets [13].




image1.png
IVA-
-.-

Figure 1: Global Hearing Loss Percentage [1]

W OB -, <t
ca¥d o olPw2r~
Db @é@@w%@
@%%%%%%%%

American Sign Language (Fig. 2) [3].
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Figure 3: Intelligent gloves
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Figure 4: Sign language translator block diagram.[3]
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