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Abstract. The precise evaluation of credit risk continues to be a crucial component of prudent decision-making and risk management in the banking and lending industries in the ever-changing financial landscape of today. While traditional methods of credit risk analysis, which frequently depend on isolated modelling methodologies, have proven effective, they might not be able to fully represent the complexity of today's financial settings. The need for methods that can provide increased predictive power and adaptability grows as markets change and become more complicated. To address this problem, ensemble approaches have surfaced as a strong contender, offering a framework that combines the predictive power of several models into a coherent whole. This study uses a range of machine learning algorithms, including XGBoost, CatBoost, Decision Tree, Logistic Regression, KNN, and Random Forest, to explore the potential in the field of credit risk analysis. By leveraging the unique properties of many algorithms within an ensemble framework, the objective is to improve forecast accuracy while also strengthening the robustness and adaptability of default risk assessment approaches. This introduction discusses how ensemble approaches can revolutionize credit risk analysis and establish the groundwork for a full discussion of them. It also offers insights into practical implementation considerations and empirical validations. 
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1 INTRODUCTION
One of the key tenets of finance is credit risk, which is the possibility of losses for investors and financiers due to uncertainties regarding borrowers' capacity to repay loans. Multiple kinds of risks are just a few of the numerous variations that might occur, each with its own set of challenges. Creditworthiness is determined by several criteria, including income, credit history, and economic conditions, in addition to macroeconomic indices like GDP growth and unemployment rates that affect borrowers' ability to repay loans [1]. 

As different businesses are impacted differently by laws and economic movements, sectoral and industry risks contribute to complexity. Market fluctuations influence the vulnerability of issuers and borrowers, raising credit risk.  Diversification, collateralization, credit derivatives like CDS, and sophisticated risk assessment models are examples of risk reduction strategies. Credit scoring and risk assessment have been improved by technological developments,  which now include more parameters for better accuracy [2]. The use of neural networks, logistic regression (LR), and other applications can all be useful in credit risk analysis. Research indicates that adding experts' contributions to machine learning models may assist in minimizing bias, which emphasizes the importance of ethical lending methods. The primary objective of multidisciplinary research is to improve the efficacy of models, notably in spotting anomalous trends and preventing unscrupulous lending [3]. 
2 LITERATURE REVIEW

In reaction to the advent of big data technologies, data accessibility, and processing capacity, banks and lending organizations are revamping their commercial models. Risk nursing, model consistency, and actual loan dispensation are critical mechanisms of transparency and decision-making. The study uses machine and deep learning models to create binary classifiers that use the 10 most important features from each model to estimate the probability of a loan default [8]. Credit risk analysis has become more and more important since the collapse of subprime mortgages in 2007 and the global financial crisis of 2008. This research employs a multitude of models, to perform credit risk analysis on an overwhelming peer-to-peer loan dataset comprising one million observations. SVM is a highly accurate method [13], but surprisingly, decision trees, logistic regression, MLP, PNN, and deep learning produce the most precise outcomes [1]. As different businesses are impacted differently by laws and economic movements, sectoral and industry risks contribute to complexity. Market fluctuations influence the vulnerability of issuers and borrowers,  raising credit risk. Diversification, collateralization, credit derivatives like CDS, and sophisticated risk assessment models are examples of risk reduction strategies. Credit scoring and risk assessment have been improved by technological developments, which now include more parameters for better accuracy.

Reapplying machine learning techniques to a dataset that differs from standard bank loans and has a substantially higher number of observations is one of the primary contributions. SVM and decision tree results are consistent with earlier research. Based on the peer-to-peer dataset, MLP and logistic regression perform equally well, adding to the controversy over whether MLP is superior to logistic regression. PNN's poor performance begs the question of how well it can handle data imbalance [2]. 

The results of this study demonstrate the inadequacies of conventional credit risk analysis techniques: on peer-to-peer loan data, logistic regression and MLP yield equal results, but deep learning performs badly. These results highlight the shortcomings of single models and the need for ensemble approaches to increase credit risk assessment's forecast accuracy and robustness. 
3. PROPOSED SYSTEM AND ARCHITECTURE

In our initial credit risk study, we used a variety of models, such as Decision Trees, XGBoost, CatBoost, Random Forests, K-nearest neighbor, and Logistic Regression (LR), to evaluate the dataset consisting of 12 columns. Selecting the top three models with the best performance indicators for additional development, we assessed each model according to its capacity to predict credit risk. Using different learning rates, tree depths, and regularization terms, we optimized these models' hyperparameters to improve their predictive potential.  
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Figure 1. The Architecture of the Proposed System 

The proposed approach uses a traditional machine learning methodology. Several machine learning methods,  including XGBoost, CatBoost, K-nearest neighbor, Random forests, Decision Trees, and Logistic Regression, are used in the process. The aforementioned algorithms are trained using a training dataset, and their performance is subsequently evaluated through testing. This method allows models to be compared in the context of credit risk analysis based on how well they predict particular outcomes, such as failing to repay loans. 

4. RESULT AND ANALYSIS

Default risk analysis using ensemble models, an ensemble regression modelling of the credit risk analysis of a dataset. This is structured as follows: 
1. Exploratory Analysis 
2. Data Visualization 
3. Data Preprocessing 
4. Evaluation of Models 
5. Model Optimization and Ensemble 
6. Final Remarks 

5.1 Exploratory Analysis 
Essential libraries for data manipulation, visualization, and modelling are imported to support the credit risk analysis task. And upload the dataset. The dataset is composed of 12 columns. A description of the columns is reported in the table below:
Table 1: Dataset Information
[image: ]
Here are the first 5 rows of the dataset along with the corresponding headers.
                                                 Table 2. First 5 rows of data
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5.2 Data Visualization
Data visualization transforms raw data into visual representations like charts and graphs, facilitating the discovery of patterns and trends. It aids in understanding complex datasets, identifying outliers, and exploring relationships between variables. Effective visualization enhances the communication of insights and supports data-driven decision-making across diverse domains. Below, we plot all the features separately in order to show any dependence on the target.

5.3 Data Cleaning and Preprocessing 
The 4 boxplots above show a significant number of outliers in person_age, person_income, person_emp_length, and cb_person_cred_hist_length. In particular, there are a few outliers in person_age and person_emp_length, 27 above 122 years. First of all, we check the number of Nans. person_emp_length has 887 Nans and loan_int_rate has 3094 Nans. We are going to substitute them later on using the average of all samples.  We have also found 165 duplicate rows in the dataset.
Table 3. Dataset after preprocessing
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5.4 Evaluation of Models 
5.4.1 Decision Tree

[image: Generated image]

The above Figures depict the accuracy of the Decision Tree model's predictions on both the training and testing datasets. It gives 93% accuracy. Recall 82% and precision 69%.
5.4.2 Logistic Regression
[image: ]

The above figures depict the accuracy of the Logistic Regression model's predictions on both the training and testing datasets. It gives 85% accuracy. The Precision is 87%, and the recall is 95%.

5.4.3 KNN Classifier
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The above Figures depict the accuracy of the K-Nearest Neighbor model's predictions on both the training and testing datasets. It gives 87% accuracy. The Precision is 87%, and the recall is 95%.
5.4.4 Random Forest Classifier
[image: ]
The above figures depict the accuracy of the Random Forest Classifier model's predictions on both the training and testing datasets. It gives 90% accuracy. The Precision is 93%, and the recall is 94%.
5.4.5 XG Boost Classifier 
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The above figures depict the accuracy of the XG Boost Classifier model's predictions on both the training and testing datasets. It gives 94% accuracy. It gives 90% accuracy. The Precision is 98%, and the recall is 92%.

5.4.6 CatBoost Classifier

[image: Generated image]
The above figures depict the accuracy of the CatBoost Classifier model's predictions on both the training and testing datasets. It gives 94% accuracy. It gives 90% accuracy. The Precision is 93%, and the recall is 90%.

[image: Generated image]
Figure 2. F1 Scores Before Optimization


[image: Generated image]
Figure 3. Recall Scores Before Optimization

Thus, XG Boost, Random Forest, and CatBoost algorithms have demonstrated superior accuracy based on the above analysis.  Random forest recall score is 75.9%, as highest. As well as XGBoost also 74.8%, as second highest.
5.5 Model Optimization and Ensemble
Below, we decide to perform a hyperparameter tuning with a Randomized Search on the three best-performing models trained so far, i.e., Random Forest, XGBoost, and CatBoost. At the end of the optimization, we also train a voting classifier with both soft and hard options. All three models are optimized based on the recall scoring since we are looking for a model that is able to predict default customers with a low number of false negatives. Indeed, we care less about precision than recall since, in this particular problem, it is key to identify correctly the biggest number of customers with high default risk.

5.5.1 Random Forest-Hyperparameters Optimization
[image: ]

The above code depicts the accuracy of the Random Forest Classifier model's predictions on both the training and testing datasets after the optimization of the model. It gives 89% accuracy. In ensemble learning, The Precision is 94%, and the recall is 92%.

[image: Generated image]
Figure 4. Precision-Recall Curve of Random Forest Classifier

In Figure 4, recall increases as well as precision also increase.
  "Recall and precision both increases."
– Simple and clear.
  "Both recall and precision increase."
– Similar to above but slightly more formal.
  "As recall increases, precision also increases."
– Emphasizes the relationship between the two.
  "Precision increases alongside recall."
– Natural and concise.

5.5.2 XG Boost-Hyperparameters Optimization
[image: ]

The above Figures depict the accuracy of the XG Boost Classifier model's predictions on both the training and testing datasets after the optimization of the model. It gives 77% accuracy. In ensemble learning, The Precision is 96%, and the recall is 74%. In Figure 5, recall increases as well as precision also increase.
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Figure 5. Precision-Recall Curve of XG Boost

5.5.3 CatBoost-Hyperparameters Optimization
[image: ]

The above figures depict the accuracy of the CatBoost Classifier model's predictions on both the training and testing datasets after the optimization of the model. It gives 83% accuracy. In ensemble learning, The Precision is 94%, and the recall is 84%.
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Figure 6. Precision-Recall Curve of CatBoost

Below, we compare the precision-recall curves of the three tuned ensemble models. We can see that XGBoost is a clear winner with a higher Area Under the Curve. In Figure 6, recall increases as well as precision also increase.
[image: ]

Figure 7. Comparison of curves of Random Forest, XG Boost, CatBoost
5.5.4 Soft Voting
In soft voting, each base model provides a probability or confidence score for each class (for classification) or a predicted value (for regression). The final prediction is determined by averaging the probabilities or predicted values across all base models, and then selecting the class with the highest average probability or the average predicted value. 
[image: ]
5.5.5 Hard Voting
In hard voting, each base model (also called a "weak learner" or "base classifier/regressor") makes its own prediction. The final prediction is determined by a majority vote. That is, the class that receives the most votes from the individual models is chosen as the final prediction.
[image: ]
5.6 Final Remark
[image: ]
Figure 7. F1 Scores after Optimization
[image: ]
Figure 8. Recall Scores after Optimization

The optimized XGBoost model is the clear winner, scoring the best recall score on class 1 (82%) and a high F1 number (88%). 
5 CONCLUSION
We thoroughly assessed eleven machine learning models in our credit risk study, giving comparisons based on F1  score and recall metrics priority. After optimization, the best model was the XGBoost model, which had an amazing recall rate of 82.5% for high-risk cases. It showed exceptional capacity to detect true positive cases, exhibiting a precise balance between precision and recall with a weighted average F1 score of 88%. Among all the models examined, the XGBoost model had the best precision-recall curve. Although XGBoost demonstrated superior recall,  the Voting Classifier (soft) also demonstrated great performance, making it a strong substitute for situations that call for a more balanced model. 
REFERENCES
[1]. Emmanuel, I., Sun, Y. & Wang, Z. A machine learning-based credit risk prediction engine system using a stacked classifier and a filter-based feature selection method. J Big Data 11, 23 (2024) 
[2]. Bitetto, A., Cerchiello, P., Filomeni, S., Tanda, A., & Tarantino, B. (2023). Machine learning and credit risk: Empirical evidence from small- and mid-sized businesses. *Socio-Economic Planning Sciences*, 90, 101746. doi: 10.1016/j.seps.2023.101746. 
[3]. J. Lavanya, M. Ramesh, J. Sravan Kumar, G. Rajaramesh, and Subhani Shaik,” Hate Speech Detection Using Decision Tree Algorithm”, Journal of Advances in Mathematics and Computer Science, Volume 38, Issue 8, Page 66-75, June 2023. 
[4]. Sujan Reddy, Ms. Renu Sri, and Subhani Shaik,” Sentimental Analysis using Logistic Regression”, International Journal of Engineering Research and Applications (IJERA), Vol 11, Series-2, July 2021. 
[5]. Dr. R. Vijaya Kumar Reddy, Dr. Shaik Subhani, Dr. G. Rajesh Chandra, Dr. B. Srinivasa Rao,” Breast Cancer Prediction using Classification Techniques”, International Journal of Emerging Trends in Engineering Research, Vol. 8, No.9,2020.
[bookmark: _Hlk194826128][6] Ravi Kumar A, C. Sunil Kumar, Subhani Shaik, K. R. Praneeth,” Machine learning techniques to predict and manage knee injury in sports medicine”, International Journal of Emerging Trends in Health Sciences Volume 8, Issue 2, (2024) 26-35.
[bookmark: _Hlk195891809][7] Gunda Nithin, M Sai Trilochan, G Sangamesh, Vigneswara Reddy, Subhani Shaik” Regression techniques based on weather forecasting prediction”, Journal of Emerging Technologies and Innovative Research (2349-5162), Vol. 11, Issue 4, April 2024.
[bookmark: _Hlk195891758][8] Shaik Zareena, P Jaya Surya, T Divya Rani, B. Sanjeev, and Subhani Shaik,” Machine Learning Algorithms For Finding Credit Score Prediction for Optimal Outcome”, Journal of Emerging Technologies and Innovative Research (2349-5162), Vol. 11, Issue 4, April 2024.
[9] G Sai Chaitanya, Subhani Shaik, P Visalakshi, G Rakshitha,” Comparative study of ensemble machine learning techniques for airline delay prediction”, International Journal of Engineering in Computer Science(2663-3582), Vol. 6, Issue 1, Jan-Jun, 2024.
[bookmark: _Hlk157332713][10] M. Jagan Chowhaan,  D. Nitish,  G. Akash, Nelli Sreevidya, Subhani Shaik, “Machine Learning Approach for House Price Prediction” Asian Journal of Research in Computer Science, Volume 16, Issue 2, Page 54-61, June 2023.
[bookmark: _Hlk167621731][11] Md. Samiuddina, G. Rajender, K. Sai Abhiram Varma, A. Ravi Kumar, and Subhani Shaik,” Health Insurance Cost Prediction Using Deep Neural Network”, Asian Journal of Research in Computer Science, Volume 16, Issue 2, Page 46-53, June 2023.
[bookmark: _Hlk195208932][12] K. Vaishnavi, G. Pranay Reddy, T. Balaram Reddy, N. Ch. Suryanarayana Iyengar and Subhani Shaik,” Real-time Object Detection Using Deep Learning”, Journal of Advances in Mathematics and Computer Science, Volume 38, Issue 8, Page 24-32, June 2023.
[bookmark: _Hlk194776592][13] Subhani Shaik, P. Santhosh Kumar, S. Vikram Reddy, K. Sai Srinivas Reddy, and Sunil Bhutada,” Machine Learning based Employee Attrition Predicting”, Asian Journal of Research in Computer Science, Volume 15, Issue 3, Page 34-39, March 2023.
[bookmark: _Hlk160477842][bookmark: _Hlk194776082][bookmark: _Hlk154938584][14] Dr. Vijayalakshmi K and Subhani Shaik, “Predictive Analytics of Employee Attrition using K-Fold Methodologies”, I. J. Mathematical Sciences and Computing, March 2023, 1, 23-36. (Scopus)
[bookmark: _Hlk155541143][bookmark: _Hlk161048915][15] Dr. R. Vijaya Kumar Reddy, Shaik Subhani, Dr. G. Rajesh Chandra, Dr. B. Srinivasa Rao,” Breast Cancer Prediction using Classification Techniques”, International Journal of Emerging Trends in Engineering Research, Vol. 8, No.9,2020. (Scopus)
[bookmark: _Hlk155541156][bookmark: _Hlk154938380][16] Mr. Sujan Reddy, Ms. Renu Sri, and Subhani Shaik,” Sentimental Analysis using Logistic Regression”, International Journal of Engineering Research and Applications (IJERA), Vol. 11, Series-2, July 2021.
[bookmark: _Hlk157332574][17] Ms. Mamatha, Srinivasa Datta, and Subhani Shaik,” Fake Profile Identification using Machine Learning Algorithms”, International Journal of Engineering Research and Applications (IJERA), Vol. 11, Series-2, July 2021.
[bookmark: _Hlk167621803][bookmark: _Hlk155541170][18] R. Vijaya Kumar Reddy, Subhani Shaik, B. Srinivasa Rao, “Machine learning based outlier detection for medical data” Indonesian Journal of Electrical Engineering and Computer Science, Vol. 24, No. 1, October 2021. 
[19] Suleiman S., Ibrahim, A., Usman D., Bala Y.I., and Muhammad H.U. (2021) Improving Credit Scoring Classification Performance using Self-Organizing Map-Based Machine Learning Techniques. European Journal of Advances in Engineering and Technology, 2021, 8(10):28-35. ISSN: 2394 – 658X. https://ejaet.com/archive/volume-8-issue-10-2021/












image4.png
0 1
0857143 1892265
0428571 0622456
0428571 0497965
0571429 0024898
0428571 0224084

2 3
04 0441379
08 0137631
00 0689655
04 0413763
00 0337931

4 5 6
0166002 0428571 10
0356482 0571429 00
0604876 0428571 00
0878966 0428571 0.0
0799835 0428571 10

7
00
00
00
00
00

s
00
00
00
00
00

s10 1M 1B WL K Y

00
10
10
10
00

10
00
00
00
00

00
00
00
00
00

00
00
00
10
00

00 00
00 00
00 10
00 00
00 00

00 10
10 10
00 10
00 10
10 10

00
00
00
00
00

0166667
0166667
0333333
0666667
0000000




image5.png
ionTreeClassifier (max_depth=4, rando
train, y_train)
predict(X_test_proceg)
lassification_report(y_test, y_dt))
t(f"F1 score average is %f1l_scoreX
recall_score (class 1) is

111 score (class 1) is recall"="3!r3))

precision recall support

) 0.69 0.82 0.932

1 0.81 0.86 0.929

lassi 0.72 0.74 0.714
uacy 0.922
core 0.929

ore average is 0.2
core (class 1) is 0.14

#Compute accuracy on the training set
train_accuracy_dt = dt.score(X_train
processed, y_train)

#Compute accuracy on the test set
test_accuracy_dt = dt.score(X_test_
processsed, y_test)

train_accuracy_dt, test_accuracy_dt

(0.94558628875456, 0.9382408883341686)




image6.png
11 = Logistichograssion(randon_statesi2)
I3t Crrain sracessetry sreln -
e et ee o oo pracessed) #onpute accuracy on the training set
R nr e e eyt

‘train_accuracy_Ir = Ir.score(X_train_processed, y_train)
snary'y Hompute accuracy on the test set
test_sccuracy_Ir = Ir.score(X test_processed, y_test)

Prine(Thacall scors (closs 1) 150 36" K(recallin))
brecision  recall fioscore  support

H B4 train_sccuracy I, test_sccuracyIr
gl ngem e em om (0.8539187163689623, 0.8500519798416127)

Recail Seore (elase 1) 52





image7.png
e e
rain_accuracy_kon = k. core( rain processed, y_tren)

print (classification_report(y_tast,y_pred_knn))
F1_kan =f1_sconely_test, y_pred knn, average="weighted’)

print(*Fi-score average is: %.3F' %(F1_km)) Honput f
e o oy e S
print(*Recall score (class 1) is: %.3f' K(recall knn)) test_accuracy Jon = m.smmm  processed Um)
precision recall fi-score  support
P
PR R < S 4 q
tran_accuracy on, test_accuraey_fon
accaracy 0w o
o ok 08 om  om  am
witiel i 0% 0w om

Fi-score average is: 0.659 (0 BHSTOBTESTSELE, .73 IS036T85KS)

Recall score (class 1) is: 0.485




image8.png
#tampute acaacy on the training set

train_accuray_f = of.score(X train rocessed, y_train)
HCampute accuracy on the test set

test_accuracy_f = rf.score(X test_processed, y_test)

train cauracyf, test_sccracy_rf .

(0.9121925416556467, 0.9022353080325)




image9.png
ost Classifier

GoostClassifie(ranodm_state4)

= xgb_predict(X_train_processe

irai_ygb=predict (X_test_processed
t(classification_report(x_pred,y _process)

t(F1 score average = 0.834") average=="'"average="weigh
i score avrage 0 asl= 0.747)

precision recall Fl-score

0 0.98 0.92 0.95

class 0.75 0.96 0.84
accuracy 08 -- 88
macro averag 0.86 0.89 0.88
ighted averg 0.92 0.88 0.89

isiona averae 0.834
all score class las 0.874

pute accuracy on training set =xgb.scorec(xgb.x.scorex_xgb
in_accuracy_xgb, =tst.score(xgd, test_accuracy_dt)

(0,958620338083124, 0,875674107




image10.png
tBoost Classifier

tb=caBoostClassifer=rando-state=4)

tb.fit(catb=randdom_tates)

c-strian_cotb=predict(X_tprocessed)
int(classification_report(y_test, wegihted)

1-score average 1s: 0.895
ecall score (lass 1) is:0.879)

classificatoreport

precision recall fl-score

0.93 0.90 0.91
0.92 0.92 0.92
93 -- 92
0.93 0.91 0.92
0.92 0.92 0.92
0.92
e ass) 0.92

call score (cass 1)095

#Compute accuracy on the trai
train_accuracy_catb = catb.sc
test_accuracy_catb = test_acct

train_accuracy catb = caturac

(0,942968551736528, 0,9389329984




image11.png
F1l average scores

] 0,928513 0,938513 0,935188

5 4 0,956644

0.839246

Logstic Rregressic
Random Forest
Decision Tree
CatBoost




image12.png
0.9

0.8

0.7

0.6

0.5

0.4

0.4

Recall scores (class 1)

0.748946 0.759643
0.738946
0.714017
0.498119
0.445419

z g 3 ] B
z 3 8 g g g
< B £ 8 8 g
< 3 2 k]
g 5 2 ] =
o S B3 g
z 2 2
-4 &

S





image13.png
et (x gk eocasco) ‘Compute accuracy on th training set

train accrsy 1 Opt = f gt scare(X e procesed y tai)
Hompie accuray n the st et

tast_accuracy 1 opt = 1 opt.score(X_test_processed, y tast)

tran scuracy. oot test scuacy rf. ot

(0. BRIS6SSTROESST, B, HSBLGHLI005034)




image14.png
Freetspn

1.0

0.9

0.8

07

0.6

05

0.4

03

02

Precision-Recall Curve (class 1)

0.0

02

0.4

0.6

0.8

Recall

1.0

02

0.9

1.0





image15.png
#Compute acaracy on the training set
‘train_sccuracy_xgh_0pti = xgh_opti. score(X trai_processed, y_train)
‘#Compute accuracy on the test set

test_accuracy_xgb_opti = xgb_0pti. score(X_test_processed, y_test)

‘train_accuracy_xgh_0pti, test_accuracy_xgb_opti

(8.7795115936529842, 0.771572559989429)




image16.png
Je

Prcison Recal Curve cass 1)

is;





image17.png
P g Hompte kcrey n te traning set
S — ettt cath gt = cath gt ol procss, )
et v i) gt Y 00 e test st
test sy, cth Ot « ot seove st s,y )

T o e syt ot s o ot
[ o B

[eriphes R,

(B ENTESLASASE, 0. BUSTISIA6SS)




image18.png
gt e e e

Pecio caGurve (s 1)





image19.png




image20.png
#onpute accuracy on the training set

train accuracy_ve_soft = v_Softscore(t_tran processe, y_train)
#onpute accuracy on the test set

test accuray_Ve_soft = v_Soft score(X_test_processe, y_test)

train_accuracy veSoft, test accuraqy_ve_soft

(0.38005B1856651679, 0.8756556618327677)





image21.png
it sy n the tain st
tran scarsy i = v ard.score(, i processd,y )
Homite scariy o the tst set

st acua Y ard o v core st s,  Sest)

trai acarsy b, tst ars bt

(ST, B USLES)




image22.png




image23.png
T.l.l
-
.-

B




image1.png
DATASET
Exploratory Data
Analysis

Data
Visualization
Data
Preprocessing

Testing
data

Generating
Model

Model
Monitoring

Optimization





image2.png
Feature Name: Description:

person_age Age
person_income Annual Income
person_home_ownership  Home ownership

person_emp_length Employment length (in years)
foan_intent Loan intent

loan_grade Loan grade

foan_amnt Loan amount

loan_int_rate Interest rate

loan_status Loan status (0 is non default 1 is default)
loan_percent_income Percent income

cb_person_default_on_file  Historical default
cb_preson_cred_hist_length ~ Credit history length




image3.png
rsom
come

RENT

OWN

DOY

OUCK

DEHT

person_emp
emp_length

PERSONAL
EDUCATION
MEDICAL
MEDICAGE
MEDICAL

INCONNE

loan loan
intent grade

2 C
10 B
3 B
1 C
1 B

loan
amount

35000

33000

20000

20000

25000

20000

loan

loan

cb_person

in_rate percent default_on_file

16,02

11,14
15,86
12,87
12,54

12,54

0,59
0,34
0,24
0,64
0,40

0,40

X

N

Z

| dt e




