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**Abstract**

This research investigates the use of the BERT (Bidirectional Encoder Representations from Transformers) model to enhance the translation of ancient Chinese poetry into English, with particular focus on overcoming the unique challenges posed by this literary genre. Ancient Chinese poetry is renowned for its intricate rhythm, tonal variations, and dense symbolism, all deeply embedded within cultural and historical contexts. These features create significant difficulties in translation, as maintaining the original’s lyrical quality, emotional depth, and rich cultural references often proves elusive using conventional methods. Through a meticulous process of curating and annotating a dataset comprising ten masterworks of the Tang and Song dynasties, this study explores whether BERT’s advanced contextual understanding and bidirectional encoding can more effectively convey the nuanced emotional and cultural content embedded in the source texts. The results demonstrate that BERT substantially improves both affective resonance and the preservation of cultural imagery in English translations, achieving a higher level of fluency and authenticity. This work not only advances the capabilities of machine translation for complex literary forms but also underscores the potential of cutting-edge AI to foster deeper cross-cultural understanding and greater global appreciation of China’s rich poetic heritage.
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**1. Introduction**

Ancient Chinese poetry has long been admired not only for its aesthetic beauty but also for its profound emotional richness and vivid imagery. This literary tradition serves as a vital repository of cultural heritage, encapsulating philosophical reflections, social norms, and the emotional atmosphere of historical eras. However, translating such highly contextual and culturally embedded texts into English is a formidable challenge. The vast linguistic and cultural differences between Chinese and English often hinder the faithful transmission of both the emotional depth and artistic essence inherent in these poetic works (Ma & Zhao, 2021; Lewis et al., 2019; Lai, 2020). Translators must navigate the delicate balance between conveying literal meaning and evoking the affective resonance that connects readers to the original poems. Traditional translation methods frequently fall short in this regard, as culturally specific metaphors and idiomatic expressions in Chinese poetry often lack direct equivalents in English. Such limitations risk diluting not only the semantic richness but also the emotional intensity, potentially rendering translations flat and artificial (Wang et al., 2021; Wang et al., 2023).

In recent years, advances in artificial intelligence, particularly in natural language processing (NLP), have opened new possibilities for addressing these translation challenges. The emergence of the Transformer architecture—on which the BERT (Bidirectional Encoder Representations from Transformers) model is based—has significantly transformed machine translation. BERT’s bidirectional approach and powerful contextual understanding enable more nuanced semantic interpretation, which is crucial for capturing the subtle emotional undertones present in poetry (Cui et al., 2021). This study explores the potential of BERT to enhance the emotional transfer in translating ancient Chinese poetry into English. By leveraging BERT’s advanced capabilities, this research aims to bridge the emotional and cultural gap typically encountered in traditional translation.

**1.1 Research Hypothesis**

To guide the research objectives, two principal hypotheses are proposed:

Hypothesis 1: Implementing the BERT model significantly enhances the emotional transmission of ancient Chinese poetry into English.

Hypothesis 2: The BERT model improves the representation of cultural imagery within English translations, effectively reducing cultural loss.

Despite ongoing AI developments, research specifically focused on translating ancient Chinese poetry remains scarce. Most existing studies tend to analyze translation techniques comparatively or discuss cultural differences theoretically, revealing a gap in practical approaches utilizing modern AI tools for poetry translation. Given the condensed and artistically rich nature of Chinese poetry, employing sophisticated AI models such as Transformers is crucial for preserving its intrinsic artistic value. This study seeks to fill this gap by proposing innovative approaches at the intersection of AI and literary translation, fostering deeper cross-cultural exchange and laying the groundwork for future scholarship. Ultimately, this research aspires to contribute to a broader global appreciation of China’s rich poetic heritage through technologically enhanced translation methods.

**2. Literature Review**

**2.1 Technical Challenges in Translating Ancient Chinese Poetry**

Translating classical Chinese poetry has long been recognized as a particularly challenging task within translation studies. A defining characteristic of this genre is its extreme conciseness; Chinese poetry often employs a minimalist style that compresses profound emotional and cultural meanings into a few carefully chosen words, phrases, or characters. Each element within the text commonly carries multiple layers of significance, which complicates the search for equivalent expressions in English and other languages (Ma & Zhao, 2021; Cheng et al., 2018). This linguistic precision demands that translators grasp not only the literal meaning but also the emotional resonance embedded in the original language.

A central challenge arises from the heavy use of culturally specific imagery and symbols. Traditional motifs such as the “plum blossom,” “bright moon,” and “green pine” are soaked in cultural connotations—representing themes like nostalgia, purity, and resilience within the Chinese literary tradition. These images rarely have direct or adequately evocative equivalents in English, often resulting in “cultural loss” when translated (Wang et al., 2021; Wang et al., 2023; Liao et al., 2022). Translators must therefore possess a deep cultural literacy to faithfully carry over the emotional weight and symbolism of the original poetry. Without this, translations risk becoming flattened or losing the evocative potency that characterizes the source text.

Additionally, ancient Chinese poetry is replete with idiomatic expressions tied to specific historical and cultural contexts. Phrases like “the ambition of the swan” embody metaphorical and social meanings that are not easily transferrable through direct translation. Conventional word-for-word translation strategies frequently fail to capture this complexity, sacrificing emotional depth and nuance for literal accuracy (Lewis et al., 2019). Such methods struggle to communicate the intricate interplay of imagery, metaphor, and language rhythm found in Chinese poetry, often producing translations that feel banal or inauthentic to readers.

Given these challenges, there is increasing acknowledgment of the need for novel translation approaches specifically tailored to the complexities of ancient Chinese poetry. Recent advancements in machine translation, particularly those integrating artificial intelligence (AI), hold promise in addressing these issues. AI-driven methodologies are progressively being explored for their ability to enhance translation quality by capturing subtler emotional tones and preserving cultural symbolism, aspects which remain difficult for traditional approaches (Zhang et al., 2023; Yang et al., 2023). However, existing research has predominantly focused on prose or modern texts, with limited practical application specifically targeting highly condensed and symbolically rich poetic forms. This gap highlights the urgent need for specialized AI models designed to handle the unique demands of literary and poetic translation.

**2.2 Application of Transformers and Their Variants in Poetry Translation**

The Transformer architecture has revolutionized the machine translation landscape, particularly when dealing with texts that require sensitive handling of affective and culturally nuanced content such as poetry. Its self-attention mechanism enables the model to consider distant dependencies within a text, which is essential for understanding poetic structure and the intricate relationships between words and phrases (Cui et al., 2021; Liao et al., 2022). This capability is particularly valuable when translating Chinese poetry, whose meaning often depends on subtle semantic links and layered imagery.

Among Transformer-based models, BERT (Bidirectional Encoder Representations from Transformers) represents a significant breakthrough. By employing masked language modeling (MLM) during training, BERT gains an enhanced contextual understanding of lexical items within sentences (Huang et al., 2023). Its bidirectional encoding allows the model to analyze the relationship between words in both directions, facilitating a deep and nuanced comprehension necessary for capturing the complexity of poetic imagery and emotional subtlety. This is especially critical when translating texts rich in metaphors and culturally bound idioms, where maintaining semantic consistency and natural flow is paramount. BERT’s ability to model these semantic relationships supports more coherent and authentic translations.

Nevertheless, despite these advances, scholarly work applying BERT and similar Transformer models specifically to ancient Chinese poetry translation remains scarce. Most existing studies focus on the technical capabilities of these models or their application to general language translation rather than addressing the unique poetic features such as rhythm, tone, symbolism, and cultural embeddedness. There is a clear research gap regarding the development and evaluation of AI models tailored to literary translation, particularly with comprehensive approaches that incorporate emotional and cultural annotations. This study aims to fill this gap by applying a BERT-based architecture combined with detailed emotion and cultural imagery annotation to improve the quality of ancient Chinese poetry translation in English.

1. **Methodology**

This study proposes a cross-linguistic emotion migration model for translating ancient Chinese poetry into English using the BERT architecture. The overall research process includes sample selection, data annotation, model construction and training, as well as evaluation methods. To establish a solid foundation, ten prominent poems from the Tang and Song dynasties were carefully selected for their profound emotional expression and rich cultural imagery, making them well-suited to explore how emotion transfers across languages and cultures. The chosen works encompass a range of emotions such as nostalgia, joy, sorrow, and philosophical reflection. Notable examples include Meng Haoran’s Spring Dawn, which captures inspiration from nature; Du Fu’s Ascending the Heights, blending social concerns with emotion; Zhang Ji’s Night Mooring by Maple Bridge, expressing loneliness; and Li Bai’s Quiet Night Thoughts, conveying homesickness through moon imagery. Though the poems are relatively brief, they cover diverse emotional and cultural depths.

These poems underwent detailed manual annotation to identify and classify emotional tones, imagery, and idiomatic expressions. Emotional tones were categorized into four main groups: yearning, cheerfulness, sadness, and philosophizing. Imagery was analyzed to provide deeper cultural context, and idiomatic expressions were examined within their historical and cultural backgrounds. This thorough annotation ensured the model could learn the subtle emotional and cultural nuances in the poems, enhancing the accuracy and expressiveness of the translations.

The study adopted a modular architecture centered on BERT, consisting of four key components: an Input Processing Module that converts text into high-dimensional feature representations; an Encoder Module that extracts deep semantic and emotional features utilizing multi-head self-attention; a Cross-Language Alignment Module that ensures accurate emotional transfer from Chinese to English; and a Decoder Module that generates fluent English translations in an autoregressive manner.

Model training was carried out in three phases. The pre-training phase used a corpus of approximately 100 ancient poems to build the model’s foundational understanding of classical Chinese language. The fine-tuning phase focused specifically on the ten selected poems to make the model sensitive to the emotional and cultural nuances of the work. Finally, the post-training phase further enhanced the model’s ability to handle complex linguistic and emotional expressions.

During fine-tuning, the dataset was split into 80% for training and 20% for validation to ensure stable model performance and prevent overfitting. Evaluation metrics included standard BLEU and ROUGE scores for general translation quality, complemented by custom-designed metrics assessing emotional fidelity and cultural appropriateness. These custom metrics compared the annotated emotional categories and cultural imagery between the source texts and the generated translations and were validated by expert human reviewers to ensure the accurate transfer of emotional and cultural content.

**3.1 Sample Selection and methods**

To ensure the comprehensiveness and representativeness of the research, ten famous poems from the Tang and Song dynasties were selected for their rich emotional expressions and cultural imagery, making them ideal samples for studying cross-cultural emotion migration. The selected poems included:

Table 1: Emotional Expressions in Selected Chinese Ancient Poems

| **Poem Title** | **Emotional Expression** |
| --- | --- |
| "Spring Dawn" (Meng Haoran) | Showcases inspiration drawn from nature, emphasizing feelings of rejuvenation and philosophical contemplation. |
| "Ascending the Heights" (Du Fu) | Contains complex emotions along with symbolic cultural imagery that reflects the poet's introspection and socio-political concerns. |
| "Night Mooring by Maple Bridge at Night" (Zhang Ji) | Expresses feelings of loneliness and melancholy through vivid personified imagery. |
| "Autumn Evening in the Mountain Retreat" (Wang Wei) | Emphasizes the fusion of natural scenery and inner tranquility. |
| "Invitation to Wine" (Li Bai) | Utilizes bold language to showcase the brevity of life and the importance of cherishing the moment. |
| "Setting Off Early from Baidi City" (Li Bai) | Highlights feelings of joy and elevation in emotion. |
| "Song of the Wandering Son" (Meng Jiao) | Deeply expresses the emotional will of maternal love. |
| "Green Pine" (Zheng Xie) | Demonstrates unwavering strength of character. |
| "Prelude to the Pavilion of Prince Teng" (Wang Bo) | Expresses the sentiments of a scholar and reflections on history. |
| "Quiet Night Thoughts" (Li Bai) | Conveys a deep sense of homesickness through evocative imagery of the "bright moon." |

This study selected ten famous poems from the Tang and Song dynasties for their rich emotional expressions and cultural imagery, making them ideal samples for studying cross-cultural emotion migration. The selected works include Meng Haoran’s Spring Dawn, Du Fu’s Ascending the Heights, Zhang Ji’s Night Mooring by Maple Bridge, Wang Wei’s Autumn Evening in the Mountain Retreat, and Li Bai’s Quiet Night Thoughts, among others. These poems cover diverse themes such as nostalgia, joy, sorrow, and philosophical reflection. Through detailed annotation of emotional tones, imagery, and idiomatic expressions, subtle cultural details and emotional nuances were captured, providing rich data to improve the BERT-based model’s ability to understand and translate the deeper emotional and cultural content of the poems.

Table 1 presents a detailed analysis of the emotional expressions in the selected ancient poems by renowned poets like Meng Haoran, Du Fu, Li Bai, and Wang Wei. Each poem is identified by title and author, with concise explanations of its conveyed emotions, ranging from inspiration and introspection to loneliness and nostalgia. Emotions were systematically categorized mainly into nostalgic, joyful, sad, and philosophical themes. Additionally, idiomatic expressions prone to ambiguity were annotated with cultural context to help the model accurately grasp their intended meanings. This thorough annotation greatly enhances the model’s comprehension of emotional subtleties and cultural background, improving translation accuracy and expressiveness. The emotional dynamics shown in Table 1 provide a solid foundation for translation practice and contribute to enriching the cultural and emotional depth of the target language texts.

To demonstrate the model’s effectiveness, selected poem excerpts with BERT-based English translations are provided. Meng Haoran’s Spring Dawn line “春眠不觉晓，处处闻啼鸟” is translated as “Sleeping in spring, unaware the dawn has come, everywhere I hear the songs of waking birds,” preserving the contemplative mood and natural imagery. Li Bai’s Quiet Night Thoughts line “床前明月光，疑是地上霜” is rendered as “Before my bed, the moonlight glows, I take it for frost upon the ground,” conveying vivid imagery and a strong sense of homesickness. The melancholic night scene and loneliness in Zhang Ji’s Night Mooring by Maple Bridge are also accurately expressed in the translation. These examples illustrate that the model can effectively transfer complex emotions and rich cultural imagery from classical Chinese poetry into fluent and expressive English, validating the proposed emotion migration approach.

The Translation Quality Assessment Questionnaire was developed after the study by Zhang et al. (2023) and is composed of 30 items aimed at assessing translation effectiveness along three main dimensions: emotional conveyance, cultural preservation, and fluency. The sample of the study comprised 120 respondents, of which 55% were male and 45% were female, aged between 19 and 21 years.

The survey measure underwent a rigorous validation process, demonstrating a reliability score of 0.89, reflecting high internal consistency, and a validity score of 0.85, confirming its effectiveness in measuring the intended constructs.

**3.2 Research Process**

**3.2.1. Model Design and Training**

The model was designed as a modular system grounded in the Transformer architecture, leveraging the BERT framework to enable high-fidelity emotional transfer from Ancient Chinese poetry to English. The architecture consists of four primary modules, as illustrated in Figure 1.

The process begins with input processing, where the source text is tokenized and encoded for subsequent analysis. Next, the encoder utilizes BERT’s self-attention mechanism to extract both semantic and emotional features from the poetry, capturing its nuanced meanings and affective undertones. To bridge the cultural and linguistic gaps intrinsic to Chinese-to-English translation, a cross-language alignment module aligns the embeddings between the two languages, ensuring cultural and contextual consistency. Finally, the decoder generates fluent English translations that faithfully preserve the poem’s original meaning and emotional depth.



Figure 1 . BERT-Based Ancient Chinese Poetry Translation Architecture Modules

The Input Processing Module plays a crucial role in handling natural language within Chinese poetry and converting it into high-dimensional feature representations for subsequent processing (Liao et al., 2022). It employs a linear embedding method that segments the input text into tokens of uniform length, enabling the creation of a structured representation. Each token is then mapped into a high-dimensional vector space that encodes its semantic meaning and contextual relationships with other tokens. To preserve the sequential order of tokens—essential for capturing the poem’s inherent rhythm and structural patterns—positional encoding is applied. Additionally, layer normalization is used to stabilize the learning process by normalizing the input feature distribution, which accelerates convergence during training and helps prevent issues such as exploding or vanishing gradients. The core formula implemented in this module pertains to token embedding:

Token Embedding:



Where E is the embedding matrix, We is the learned weight matrix, and T is the tokenized input.

Positional Encoding:



Where pos is the position, i is the dimension, and dmodel is the dimensionality of the embeddings.

**3.2.2. Encoder Module**

Serving as a core element of the architecture, the Encoder Module uses a set of encoder layers to extract deep semantic and emotional characteristics from the input text (Huang et al., 2023; Li et al., 2023). This module is crucial in exposing the deep meanings and richness contained in the poem. Multi-headed self-attention, which is the self-attention mechanism's implemented method, allows the model to attend to different positions in the input simultaneously, thus recognizing semantic relations in imagery and collocations. This ability allows the model to successfully encode context and preserve the cohesiveness of the poetic text. In addition, the encoder is supplemented by a bidirectional encoding method, which helps grasp the rich emotional connections and cultural connotations contained in the text. The governing equation of the self-attention mechanism is:



where Q is the query matrix, K is the key matrix, V is the value matrix, and dk is the dimension of the keys.

**3.2.3. Cross-Language Alignment Module**

The Cross-Language Alignment Module is carefully designed in order to support the correct synchronization of the emotional features found in the Chinese source content and its English translation counterpart (Liu & Zhao, 2023; Zhao et al., 2019). This module uses translation language modeling in order to align semantic representations of both languages and, as a result, support an original translation of emotional and cultural aspects. It is critical that a shared matrix of embeddings is used in this operation, as this ensures the preservation of emotional and cultural nuances at all points during the translation process. This level of accuracy is crucial when preserving the imagery and symbolism of the original poetic content. The following is the major equation that is applied in this module in order to define the translation alignment loss:



where yi denotes the target sequence, xi is the source sequence, and N represents the number of tokens.

**3.2.4. Decoder Module**

The Decoder Module is built on an autoregressive generation mechanism, focusing on producing fluent and contextually appropriate English translations from the processed input (Nenu, 2022). This module aims to construct coherent sentences that reflect the emotional depth and cultural nuances of the original poetry. It incorporates dynamic weight adjustment techniques to enhance emotional expressiveness and cultural fidelity during the generation process. By adjusting weights based on the evolving context, the decoder is able to generate high-quality translations. The formula that characterizes the autoregressive generation process is:



where P(y∣x) represents the probability of generating the output sequence y given the input sequence x, and T is the total number of tokens in the output sequence.

**3.2.5. Training Process**

The training process is carried out in three separate phases: pre-training, fine-tuning, and post-training optimization (Zhang et al., 2023). During the pre-training phase, the model undergoes language modeling tasks based on a large-scale corpus of Chinese poetry in order to properly initialize its parameters. In the fine-tuning phase, the model focuses on a carefully prepared dataset of poems, allowing it to attune itself to the unique intricacies of this specific text and thus improve its performance. Finally, the post-training optimization phase seeks to further advance the model's ability in fine-grained emotional and linguistic tasks, so that the produced translations maintain the richness and depth found within the original poems.

1. **Results**

Table 2 provides a detailed quantitative evaluation of the BERT model’s performance in translating ancient Chinese song lyrics into English. The scores highlight the model’s impressive ability to maintain the emotional depth, cultural nuances, and linguistic quality of the original texts. With an emotional transmission score of 4.6, the model demonstrates a strong capacity to faithfully convey feelings of homesickness, nostalgia, and other subtle emotions embedded in the original poetry.

In terms of cultural retention, the model achieves a high score of 4.8, indicating its effectiveness in preserving key cultural elements and imagery, such as the iconic “bright moon.” This underscores the model’s sensitivity to cultural context, which is crucial for producing translations that resonate authentically with readers familiar with the source culture. The fluency score, also at 4.8, reflects the naturalness and coherence of the translated English output, showing that the translations maintain a smooth flow while capturing the artistic and emotional essence of the original works.

The overall translation quality is further affirmed by strong quantitative metrics. The BLEU score of 0.83 indicates a high degree of similarity between the model’s translations and the reference texts, signaling overall accuracy and correctness in wording and phrasing. Similarly, the ROUGE metrics underline structural and semantic fidelity: ROUGE-1 at 0.86 shows significant word-level overlap, ROUGE-2 at 0.84 ensures phrase-level consistency, and ROUGE-L at 0.90 demonstrates strong preservation of the longest common subsequence, which reflects coherent and faithful sentence structures. Together, these results validate the BERT model’s capability to handle the complex task of translating poetic texts that require delicate emotional and cultural sensitivity, making it a powerful tool in literary translation.

Table 2: Quantitative Assessment Metrics of Translation Performance

| Metric | Score | Description |
| --- | --- | --- |
| **Emotional Transmission** | 4.6 | Measures the model's ability to convey emotions such as homesickness and nostalgia present in the original texts. |
| **Cultural Retention** | 4.8 | Indicates the model's effectiveness in preserving cultural references and imagery, like the "bright moon. |
| **Fluency** | 4.8 | Reflects the naturalness and coherence of the generated English translations, ensuring they resonate with the original work's emotional and artistic sensibility. |
| **BLEU Score** | 0.83 | A quantitative measure of the similarity between the model's outputs and reference translations, indicating overall translation quality. |
| **ROUGE Score (ROUGE-1)** | 0.86 | Measures the overlap of unigrams (individual words) between the model's translation and the reference translation. |
| **ROUGE Score (ROUGE-2)** | 0.84 | Measures the overlap of bigrams (two-word sequences) between the model's translation and the reference translation. |
| **ROUGE Score (ROUGE-L)** | 0.90 | Evaluates the longest common subsequence between the model's translation and the reference translation, providing insights into structural fidelity. |

To gain deeper insights into the translation quality, participants completed a Translation Quality Assessment Questionnaire focusing on emotional expression, cultural preservation, and linguistic proficiency. They rated how well the translations captured the original poem’s emotions, the clarity of imagery and idioms, and the overall coherence of the English texts. The feedback guided improvements to the model, enhancing its ability to accurately represent complex imagery, idioms, and emotional depth.

Figure 2 summarizes participant feedback on the emotional impact of the model’s translation of “Quiet Night Thoughts.” The prominent terms like “Melancholic,” “Nostalgic,” and “Yearning” show the model successfully conveyed the poem’s core emotions. Words such as “Joyful” and “Tender” highlight additional emotional layers captured in the translation. Overall, the figure reflects the model’s strength in preserving rich emotional nuance, while also pointing to areas for refining poetic subtlety.



Figure 2. Participant Feedback Insights

In summary, this study demonstrates the BERT model’s strong ability to produce highly accurate and nuanced translations that capture the emotional and cultural subtleties of ancient Chinese poetry. The identified areas for further research emphasize the ongoing need to advance neural machine translation technologies. These findings provide a solid foundation for future scholarly work and highlight the important role that advanced AI can play in literary translation, ultimately helping to promote greater international appreciation of China’s rich poetic heritage.

1. **Discussion**

This study systematically analyzed the application of the BERT model to the translation of ancient Chinese poetry into English, focusing on emotional transmission, cultural preservation, and overall fluency. The results clearly demonstrate that BERT significantly enhances the quality of translations by preserving both the emotional depth and subtle cultural nuances characteristic of the original poems. Ancient Chinese poetry is renowned for its compressed style, rich philosophical introspection, and embedded social context conveyed through culturally specific imagery, all posing unique challenges to translators, which the BERT model effectively addresses (Ma & Zhao, 2021; Liao et al., 2022).

The findings strongly support the first hypothesis that using BERT improves emotional conveyance in translations. Participants noted that key feelings such as homesickness, nostalgia, and yearning were faithfully retained. For example, the translation of Li Bai’s Quiet Night Thoughts—"Before my bed, the moonlight glows, I take it for frost upon the ground"—reflects the melancholic tone and vivid imagery of the original verse, illustrating BERT’s capacity to capture emotional resonance often lost in traditional approaches (Cui et al., 2021; Huang et al., 2023). BERT’s self-attention mechanism helps disambiguate metaphorical language and idioms, which are key features in Chinese poetry, allowing for a nuanced emotional portrayal beyond literal translation (Lewis et al., 2019).

The second hypothesis regarding cultural retention is similarly supported by compelling evidence. The model achieved high cultural retention scores, preserving essential cultural symbols such as the “bright moon” and “plum blossom,” which carry deep connotations in Chinese literature but typically have no direct English equivalents. For instance, the translation of Meng Haoran’s Spring Dawn not only conveys the literal meaning but also evokes traditional themes of nature and renewal: “Sleeping in spring, unaware the dawn has come, everywhere I hear the songs of waking birds” (Wang et al., 2021; Zhang et al., 2023). The cross-language alignment module plays a vital role in maintaining consistent semantic embeddings across languages, ensuring emotional and cultural nuances are faithfully transmitted (Liu & Zhao, 2023). This aligns with prior research emphasizing the importance of cultural context in literary translation for genuine cross-cultural communication (Lai, 2020).

Beyond validating the hypotheses, this research fills a crucial gap in the literature. While prior studies typically focused on comparative translation techniques or theoretical exploration of cultural differences, few have practically applied advanced AI models to literary text translation at this depth (Cheng et al., 2018; Zhao et al., 2019). By targeting ancient Chinese poetry—a linguistically intricate and culturally rich genre—this study pioneers the integration of state-of-the-art neural machine translation tools in literary contexts. The rigorous methodology, including curated sample selection and detailed manual annotation of emotional and cultural elements, enhances model training and provides a reproducible framework for future research (Huang et al., 2023; Zhang et al., 2023).

Furthermore, additional examples such as Zhang Ji’s Night Mooring by Maple Bridge and Du Fu’s Ascending the Heights, which convey melancholy, loneliness, and socio-political emotions, were translated while preserving both emotional tone and cultural depth. Participant assessments, corroborated by the high reliability and validity scores of the Translation Quality Assessment Questionnaire, confirm that the BERT-assisted literary translations are not only linguistically accurate but also emotionally and culturally authentic (Liao et al., 2022; Li et al., 2023).

In conclusion, this study showcases the transformative potential of using the BERT model to address the unique challenges in translating ancient Chinese poetry. The model’s ability to preserve emotional depth and cultural context enhances literary translation practice and helps promote global appreciation of China’s rich poetic heritage. Future research should continue advancing neural machine translation techniques incorporating more nuanced poetic and linguistic features, thereby fostering intercultural understanding and enriching the field of BERT-assisted literary translation (Yang et al., 2023; Nenu, 2022).

1. **Limitations and Conclusion**

This study demonstrates BERT’s potential to enhance the translation of ancient Chinese poetry by improving emotional and cultural fidelity. However, the research is limited by its small sample size of ten poems, which may not fully represent the diversity of Chinese poetic traditions, thus restricting generalizability. Additionally, while emotional expression and cultural elements were improved, replicating the nuanced poetic beauty and stylistic subtlety remains challenging.

Future work should expand the poem corpus and refine the model’s ability to handle idiomatic language, cultural references, and poetic devices. Combining BERT with other techniques or human input could further enhance translation quality. Overall, this research underscores the promise of advanced AI like BERT in overcoming literary translation challenges, helping to promote global appreciation of China’s rich poetic heritage and laying the groundwork for continued innovation at the intersection of AI and literary translation.
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