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	PART  1: Comments



	
	Reviewer’s comment
Artificial Intelligence (AI) generated or assisted review comments are strictly prohibited during peer review.

	Author’s Feedback (Please correct the manuscript and highlight that part in the manuscript. It is mandatory that authors should write his/her feedback here)

	Please write a few sentences regarding the importance of this manuscript for the scientific community. A minimum of 3-4 sentences may be required for this part.

	Author discusses  ensemble machine learning models, particularly XGBoost, in improving default prediction accuracy. Author compared and evaluated of multiple algorithms like XGBoost, CatBoost, and Random Forest. Author demonstrated use of recall optimization.
	

	Is the title of the article suitable?

(If not please suggest an alternative title)

	The paper is centred around ensemble machine learning, which can be specified in the title. Or the author can add comparative studies. While multi model is also a good word but ensemble is the more technical word to use.
	

	Is the abstract of the article comprehensive? Do you suggest the addition (or deletion) of some points in this section? Please write your suggestions here.

	Source and size of the data used for the analysis can be added: Large-scale peer-to-peer lending dataset (1M+ observations) with 12 features was used in the analysis. Also one line about precision and recall can be added.
	

	Is the manuscript scientifically, correct? Please write here.
	Author can comment more on the source of the analysis and cite it in the references. Dataset is mentioned (12 columns, 1M observations) which would need Python which should be expanded.

Author should add a section on over fitting.  Add metrics about accuracy, F1 scores, and recall, cross-validation as considering over-fitting is the foundation of Machine Learning.  For example figures (e.g., precision-recall curves, distribution plots). 

Section on feature engineering or domain-specific transformations (log transformation).
	

	Are the references sufficient and recent? If you have suggestions of additional references, please mention them in the review form.
	References are outdated but no recent references from 2022-2025. Also references for the following topics can be added: explain-ability, bias and peer to peer landing.
	

	Is the language/English quality of the article suitable for scholarly communications?

	English is appropriate. 
	

	Optional/General comments


	Images are blurred, can be enhanced. 
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	Are there ethical issues in this manuscript? 


	(If yes, Kindly please write down the ethical issues here in details)
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