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	Reviewer’s comment

Artificial Intelligence (AI) generated or assisted review comments are strictly prohibited during peer review.

	Author’s Feedback (Please correct the manuscript and highlight that part in the manuscript. It is mandatory that authors should write his/her feedback here)

	Please write a few sentences regarding the importance of this manuscript for the scientific community. A minimum of 3-4 sentences may be required for this part.


	The research is important for the scientific community as it shows how AI-powered behavioral biometrics can effectively improve fraud detection for digital banking. The research demonstrates how well deep learning models like LSTM can perform with respect to combatting fraud in digital banking as compared to traditional fraud detection methods, achieving a record accuracy of 97.9% and reducing false positives. 

Also the authors providing practical insights for financial institutions, this manuscript discusses ethics, making it significant for the fields of cybersecurity and AI research.
	

	Is the title of the article suitable?

(If not please suggest an alternative title)
	Nil
	

	Is the abstract of the article comprehensive? Do you suggest the addition (or deletion) of some points in this section? Please write your suggestions here.
	The abstract is well-structured and covers key aspects of the study.
	

	Is the manuscript scientifically, correct? Please write here.
	The manuscript is scientifically correct.
	

	Are the references sufficient and recent? If you have suggestions of additional references, please mention them in the review form.
	Make sure that you check and rectify Salako et al. (2025 a & b) for possible duplication. Confirm that appropriate distinctions between 2025a and 2025b are being made or merge them if invoking a single source. Ensure proper checking and attention to style for every referenced item.
	

	Is the language/English quality of the article suitable for scholarly communications?
	The English language style and quality of the manuscript are generally good as can be understood by academicians.
	

	Optional/General comments


	1. In Figures 2, 3, and 4, clearly mention which metric is the highest and lowest, along with their specific values, for better understanding.

2. All classification metrics (Precision, Recall, F1 Score) are 0.00, indicating that the model fails to classify correctly. How can it be characterized as a good fit? Also, verify the T-test and ANOVA P-values.

3. Specify which variables were used as dependent and independent in the ANOVA test. Also, mention the type of T-test used and the variables considered.

4. Provide a clearer visualization of Figure 5 for better comparison of performance metrics across models.

5. Ensure that the LSTM model output is explicitly mentioned in the manuscript.

6. Include the classification table for each model to give a complete performance comparison.
7. Specify the software or programming language used for the analysis. If a programming language such as Python or R was used, include the code too.
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	Are there ethical issues in this manuscript? 


	(If yes, Kindly please write down the ethical issues here in details)
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