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**A Survey of Deep Learning-Based Pan-Sharpening Techniques for Remote Sensing Images**

**Abstract:** Nowadays, remote sensing images provide a wealth of information for various applications, including land-use mapping, environmental monitoring, and disaster management. Pan-sharpening refers to the enhancement of spatial resolution in multispectral images by fusing them with panchromatic images. However, these images often suffer from low spatial resolution due to the limitations of the sensors used. To address this issue, image fusion methods, such as pan-sharpening, have been developed to merge high-resolution panchromatic images with low-resolution multispectral images, resulting in high-resolution multispectral images.Recently, deep learning-based pan-sharpening techniques have emerged as a promising approach to achieving high-quality results in this area. In this survey, we provide a comprehensive overview of recent advancements in deep learning-based pan-sharpening techniques for remote sensing images. We review and compare various deep learning architectures and approaches, including autoencoder-based methods such as denoising autoencoders, generative adversarial networks (GANs), conditional GANs, convolutional neural networks (CNNs), photo-realistic single image super-resolution using GANs, deep residual networks, and multispectral image fusion based on maximum a posteriori estimation, among others.We also discuss the challenges and future directions of this field, highlighting the advantages of using deep learning techniques for pan-sharpening. Furthermore, we present an in-depth analysis of different state-of-the-art methods, including their network architectures and experimental results. Additionally, the paper covers evaluation metrics for assessing the quality of pan-sharpened images and provides a comparative analysis of the surveyed methods.

**Introduction:**

In the 1970s, the advent and advancement of image sensors led to the development of multi-sensor information fusion. This gave rise to a new field of research known as image fusion, which combines sensor technology, signal processing, image processing, and artificial intelligence to analyze images within the context of information fusion. In this approach, multiple image sensors, or a single image sensor operating in different modes, capture image data of the same scene[1]. This data is then combined to generate a more precise and comprehensive representation of the scene. This technique is particularly important for applications such as remote sensing, which require accurate details and information about objects or areas.

Remote sensing involves acquiring information about the Earth's surface using various sensors mounted on aircraft or satellites. Remote sensing images contain valuable information that can be utilized for a wide range of applications, including land cover classification, urban planning, environmental monitoring, and disaster management.

Pan-sharpening is a process that fuses high-resolution panchromatic images with low-resolution multispectral images to generate a high-resolution color image. This process is crucial in remote sensing applications as it enhances the spatial resolution and improves the visual quality of multispectral images by incorporating high-resolution panchromatic (pan) images. In recent years, deep learning-based methods have gained popularity for pan-sharpening due to their ability to learn complex feature representations from data. Current state-of-the-art deep learning methods demonstrate higher accuracy and faster performance compared to conventional pan-sharpening techniques.Here is a comprehensive understanding of the fundamental concepts and techniques in deep learning-based pan-sharpening:

**Multispectral and Panchromatic Images:** Remote sensing images are acquired by sensors mounted on satellites or aircraft, capturing various types of electromagnetic radiation. Multispectral images record radiation across several spectral bands, including red, green, and blue, while panchromatic images capture a broad range of wavelengths in a single band. Although panchromatic images have higher spatial resolution than multispectral images, they possess lower spectral resolution.

**Pan-sharpening**: Pan-sharpening is a technique that fuses low-resolution multispectral images with high-resolution panchromatic images to produce high-resolution multispectral images. The goal of pan-sharpening is to enhance the spatial resolution of multispectral images while preserving their spectral characteristics. This technique generates high-quality, high-spatial-resolution color composite images by combining the spectral information from the multispectral (MS) images with the spatial information from the panchromatic (pan) images.

With the increasing availability of high-resolution satellite imagery, there has been a growing interest in developing efficient and accurate techniques for pan-sharpening and image fusion. In recent years, deep learning has emerged as a promising approach for tackling these challenges. This review will discuss the background, recent advancements, and future directions in deep learning-based pan-sharpening techniques and image fusion methods.

**Deep Learning:** Deep learning is a subfield of machine learning that employs deep neural networks (DNNs) to learn representations of data. DNNs consist of multiple layers of interconnected neurons, which enable the learning of hierarchical representations of input data. Deep learning has been extensively applied in image processing and computer vision tasks.

**Overview, Background, and related work:**

**Pan-Sharpening Techniques:** Pan-sharpening techniques combine a high-resolution panchromatic (pan) image with a low-resolution multispectral (MS) image to create a high-resolution multispectral image. Traditional pan-sharpening methods are based on mathematical models, such as the Brovey transform, IHS (Intensity-Hue-Saturation) transform, and PCA (Principal Component Analysis)-based methods. However, these methods have limitations regarding accuracy and robustness. In contrast, deep learning-based pan-sharpening techniques utilize convolutional neural networks (CNNs) to learn the mapping between the low-resolution MS image and the high-resolution pan image.
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Fig1. Various image fusion methods

Image fusion refers to the process of combining multiple images of the same scene to generate a single image with improved quality or additional information. Various image fusion methods have been proposed for remote sensing applications, which can be categorized as follows (Fig 1):

**1-Spatial domain methods:**

The spatial-based technique is a straightforward method for combining images, encompassing various approaches such as Principal Component Analysis (PCA), Intensity-Hue-Saturation (IHS) transform, Brovey transform, and others. Each approach has its own advantages and disadvantages. For example, PCA is efficient and provides high spatial quality with reduced computational time; however, it may lead to color distortion and spectral degradation. The IHS transform is also efficient and easy to implement, offering strong sharpening capabilities and rapid processing, but it can also suffer from color distortion. The Brovey transform is an extremely simple and efficient method that boasts faster processing times and produces Red-Green-Blue (RGB) images with enhanced contrast; nevertheless, it may also result in color distortion [2][3].

**2-Frequency domain methods:**

The method described in [4] involves decomposing the multiscale coefficients obtained from input images using a frequency-based approach. One notable technique in this category is the Laplacian/Gaussian pyramid, which offers improved image quality for multi-focus images; however, it may not produce significantly different results compared to other methods. The number of decomposition levels can influence the outcomes of the image fusion process. Another approach is the Discrete Cosine Transform (DCT), which breaks down images into a series of waveforms and is suitable for real-time applications, but it may result in lower quality fused images. The Discrete Wavelet Transform (DWT), including Haar wavelet fusion and Stationary Wavelet Transform (SWT), as well as the Curvelet Transform, are also applicable for real-time applications, although they can be time-consuming processes [5, 6, 7, 8].

**3-** **Hybrid Methods**

Pyramid blending is a technique that involves merging images at different resolution levels. This process typically includes the creation of Gaussian and Laplacian pyramids for the images, which are then combined to produce a hybrid image [9]. Multi-scale Transform-based Fusion entails decomposing the input images using multi-scale transforms, such as wavelet transforms or curvelet transforms. In this method, the low-frequency components are fused, while the high-frequency components are selectively combined [10]. Region-based Fusion involves segmenting the input images into regions based on specific criteria, such as intensity, texture, or color. Fusion is then performed at the regional level to generate the final image [11]. Dictionary learning techniques represent images as sparse linear combinations of atoms in a learned dictionary. In the context of fusion, dictionaries derived from input images are utilized to integrate information from multiple sources [12].

**4-Deep Learning based-function methods** Deep learning-based pan-sharpening and image fusion methods employ deep neural networks (DNNs) to learn the mapping between low-resolution and high-resolution images. These techniques have demonstrated significant improvements over traditional methods in terms of accuracy and visual quality. The most commonly used convolutional neural network (CNN) architectures for pan-sharpening and image fusion include U-Net, ResNet, and generative adversarial networks (GANs). The key concepts, theories, and methodologies employed in these techniques are as follows (Fig. 2):



Deep learning-based pan-sharpening is a promising approach for enhancing the spatial resolution of multispectral images. The use of convolutional neural networks (CNNs) or generative adversarial networks (GANs) enables the learning of complex mappings between low-resolution multispectral images and high-resolution panchromatic images. The performance of pan-sharpening algorithms can be evaluated using objective metrics as well as visual inspection. In recent years, deep learning-based pan-sharpening techniques have gained significant attention in the field of remote sensing image processing. The primary objective of these techniques is to fuse high-spatial-resolution panchromatic (pan) images with low-spatial-resolution multispectral (MS) images to generate high-quality, high-spatial-resolution color composite images. The literature related to deep learning-based pan-sharpening techniques can be broadly categorized into the following subtopics:

**Deep Belief Networks** (**DBNS) Methods**:

Deep Belief Networks (DBNs) are generative deep learning models composed of multiple layers of stochastic hidden units. They are frequently used for unsupervised pretraining of deep neural networks. These models are capable of learning intricate patterns and representations from data, making them well-suited for a wide range of complex machine learning tasks.

**Convolutional Neural Network (CNN) Based Methods:** Convolutional Neural Network (CNN)-based methods have been widely used for the pan-sharpening of remote sensing images. These methods utilize a deep neural network architecture to learn the mapping between low-resolution multispectral (MS) images and high-resolution panchromatic (pan) images. Various types of CNN architectures, such as U-Net, ResNet, and VGG-16, have been employed for this purpose.

Deep learning-based pan-sharpening and image fusion methods leverage CNNs to learn the mapping between low-resolution and high-resolution images. CNNs are deep learning models capable of automatically learning features and patterns from input data. They consist of multiple layers, including convolutional layers, pooling layers, and fully connected layers. The convolutional layers apply filters to extract spatial features from the input data, while the pooling layers reduce the dimensionality of the feature maps. The fully connected layers use the extracted features to make final predictions [13].

CNNs are among the most widely used deep learning models and are extensively applied in various computer vision applications, including self-driving cars, gesture recognition, and automatic license plate recognition. The architecture of CNNs is designed to exploit the two-dimensional nature of input images (or other 2D data such as spectrograms) through local connections and fixed weights, combined with pooling layers that result in translationally invariant features[14,15].

One of the advantages of CNNs is that they are faster to train and have fewer parameters than fully connected models with the same number of hidden units. A typical CNN architecture comprises several convolutional and optional sub-sampling layers, followed by fully connected layers. U-Net, a popular CNN architecture originally designed for medical image segmentation, consists of an encoder-decoder structure, where the encoder extracts features from the input image and the decoder reconstructs the output image from these features. U-Net has been widely applied to pan-sharpening and image fusion. A typical architecture of a CNN, featuring several convolutional and pooling layers, is illustrated in Fig 3.



Fig 3. Typical CNN architecture.

**ResNet:** ResNet is a Convolutional Neural Network (CNN) architecture that employs residual connections to mitigate the vanishing gradient problem often encountered in deep neural networks. ResNet has been effectively utilized in pan-sharpening and image fusion tasks to enhance the accuracy and robustness of these models .Fig 4 shows a typical Residual Net [16].



Fig 4. Deep Residual Pan-sharpening Neural Network Flowchart [16].

**Generative Adversarial Network (GANs) Based Methods**: Generative Adversarial Networks (GANs) are a type of neural network architecture comprised of a generator and a discriminator. The generator creates synthetic images, while the discriminator attempts to distinguish between real and synthetic images. GANs have been utilized in pan-sharpening and image fusion tasks to produce high-quality images with enhanced spatial and spectral information [17]. They have proven particularly effective in pan-sharpening, as they can generate high-resolution images that closely resemble the ground truth.

GANs are especially advantageous for tasks where there is a mismatch between low-resolution and high-resolution data, as they can learn to generate realistic details that may be absent in the low-resolution images. The application of GANs in deep neural networks has been steadily increasing, and they have been shown to provide significant improvements in performance [18].

Training a GAN involves the simultaneous use of both the generator and discriminator networks. The generator synthesizes realistic images from randomized noise inputs, leading to diverse outputs based on statistical properties. For image enhancement tasks, a specific type of GAN architecture known as Conditional GANs (cGANs) is often more suitable, as the input to the generator is the image itself. The output, however, may differ, such as when generating an edge map [19]. The standard GAN architecture is illustrated in Fig. 5.

.



Fig 5. Typical GAN architecture.

The training of a GAN model involves optimizing a min-max problem in which the goal is to predict weights and biases of both parts of the architecture (generator θG and the discriminator θD) as follows (in the following notation IR is the real image and IIN is the low-quality input image):

(IR)] + (1-1)

An important work that demonstrates the capabilities of Generative Adversarial Networks (GANs) in typical inverse imaging problems is the Super-Resolution GAN (SRGAN) architecture [20]. The advantages of GANs are summarized below.

**GANs are data generators:** A key feature of GANs is that they are capable of generating data very similar to real data. Generated data by GANs such as text, images, and videos are hard to distinguish from real data.

**GANs can learn distributions of data:** Since GANs can learn internal representations of data, they can extract meaningful features.

**GANs-trained discriminator can serve as a classifier:** The second module for the learning process is the discriminator which at the end of the training stage can be considered to be a classifier.

**Autoencoder Based Methods:**

Autoencoders are unsupervised deep learning models used to learn efficient data representations. Autoencoder-based methods have been proposed for the pan-sharpening of remote sensing images. These methods utilize an autoencoder architecture to learn the mapping between low-resolution multispectral (MS) images and high-resolution panchromatic (pan) images.

**Denoising Auto Encoder (DAE):**

A Denoising Auto Encoder architecture is among the earliest deep-learning models used in remote sensing[21].

Consider a vectored input data represented by x [0, 1] d, which is mapped to *y* [0, 1] d’ using a deterministic mapping expressed as *y* = *fθ*(x) = *s (W x+b*) where θ = {*W*, b} are the mapping parameters, with W denotes a d x d′ weight matrix, and b is a bias vector. The elements of y are then mapped back to a reconstructed vector represented by z [0, 1] d. The mapping function for the reconstruction is expressed as z = (y) = s(*W*′y+b′). Here, each training frame x(i)is mapped to a hidden representation frame y(i) ,which is then mapped back to a reconstructed frame z(i). The parameters of the network are normally obtained by solving the following optimization problem:

Where *L* denotes l2-norm

The issue with Denoising Autoencoders (DAEs) is that, in some applications during training, the weights may vary considerably, leading to a phenomenon known as the vanishing gradient. To address this, weight regularization can be employed to restrict the range of weight updates to a prescribed amount. Therefore, Equation (1.1) is modified as follows:

Where λ indicates a constant as a tuning parameter. It is worth mentioning that in practice it is seen that during the training phase, only a portion of the weights of each layer remains active. This is important from a complexity point of view. This issue can be taken into consideration in Eq. (1.2) by using a sparsity constraint as follows:

The last term is defined as:

And =) is the average activation of a hidden layer. A typical architecture of DAE is shown in Fig6.



Fig 6. Typical DAE architecture

**Reduced-Resolution Protocol (Wald’s Protocol)**

The protocol operating at reduced resolution is based on Wald’s protocol, which considers the following conditions [22]:

1. The fused (pan-sharpened) image should closely resemble the original multi-spectral (MS) image when re-sampled to a lower MS resolution.
2. The fused image is intended to be as comparable as possible to the original MS image with the highest spatial resolution.
3. The set of fused images should closely match the intact MS image set with the highest spatial resolution.

Assuming that the performance of fusion methods remains consistent across different scales, both the original Panchromatic (PAN) and MS images can be degraded to a coarser resolution. The original MS image is preserved, and the fusion process is conducted using the down-scaled versions of the input images. This approach allows for the use of full-reference objective metrics for evaluation. The flowchart of Wald's protocol is presented in Fig.7.



Fig 7. Wald’s protocol.

The training procedure is conducted using a backpropagation algorithm in conjunction with stochastic gradient descent. Each update iteration corresponds to a batch size of 128 input tiles that are randomly extracted from the training data. The batch mean squared error (MSE) between the fused product and its reference M is obtained as follows:

SGD uses a momentum-controlling parameter; hence, at iteration update is done as follows:

= + μ∙∆−α ∙ 1 6

Where denotes the momentum, and a learning rate.

**Deep Residual Learning for Pan sharpening (DRPNN):**

It is seen that a CNN network with more filters and hidden layers results in extracting better useful high-level features. As a result, higher estimation accuracy can be obtained. However, the gradients of the estimation loss to parameters in the shallow hidden layers cannot be passed via backpropagation because of the gradient vanishing issue, thus preventing the DNN from getting trained well. Deep residual learning procedure is an innovative technique for solving this problem, in which the conventional form of mapping is substituted with . Presumably, in the residual image most pixels are very close to zero, and the spatial distribution of the residual features will be very sparse. Hence, looking for a distribution that is very close to the optimal for becomes easier, which allows one to add more hidden layers to the network and improve its performance[23]. However, in the pan-sharpening task, the size of the final output is not the same as the size of the input ). Consequently, rather than predicting the residual features directly, the process through the DRPNN with L layers is divided into the following two stages:

Stage 1: The first to the layers are concatenated under a skip connection to predict the residual between and the convolution operations in each layer are obtained as follows:

== max (0,

The residual output from the layer is then added to to obtain ,

Stage 2: The layer of the DRPNN is established to reduce the dimension of the spectral space from bands to N bands via the last 3D convolution operation in the network, resulting in the final prediction

=

The framework of the DRPNN is depicted in Fig.8.



Fig 8. Flowchart of deep model training via DRPNN.

**Pan Net**: The architecture for Pan Net is shown in Figure 1.10. Pan Net was motivated by considering spectral preservation and spatial injection in its architecture [24]. A straightforward way of using a DNN model for image fusion in remote sensing can be a network that learns the nonlinear mapping relationship between the inputs (P, M) and the outputs X by minimizing the following loss function:

Where *fW* represents a neural network and *W* its parameters. This idea is utilized by the PNN method (described above) [24], which directly inputs (***P, M***) into a deep CNN to estimate X. Although this method gives satisfactory performance, it does not address image characteristics. Motivated by the success of PNN, the Pan Net architecture is built to perform the pan sharpening task. As with PNN, Pan Net also uses a CNN but its structure differs from PNN [25]. As reported in [25], convolutional filters are useful since they can extract the high correlation across different bands of the multispectral images. Pan Net attempts to preserve both spectral and spatial content. Fig.9 and 10 illustrate several Pan Net network structures and for test model. The first structure is vanilla Res Net which focuses on spatial information, while the second structure only focuses on spectral information. The third structure takes into consideration both spatial and spectral aspects.



Fig 9. Architecture of Pan Net.



Fig 10. Architectures used to test the Pan Net model.

**CAE Training for Pan Sharpening**: A CAE network is used to improve the spatial information of the LRMS bands by learning the nonlinear relationship between a PAN image and its spatially degraded version [26], as illustrated in Fig.11. As indicated earlier, a PAN image is considered to be the reference spatial image. A spatially degraded version of the PAN image is first generated using an interpolation filter. The original and degraded PAN images are partitioned into patches with r overlapping pixels. A CAE network is then used to learn the nonlinear relationship between the original PAN patches and corresponding degraded PAN patches as its target and input, respectively. After training, the CAE network generates approximated high-resolution LRMS patches as its output in response to LRMS patches as its input.



Fig 11. CAE architecture used for pan-sharpening in [26].

The patch-wise low-resolution multispectral (LRMS) bands are fed into the CAE-trained network. Due to the similarity in spectral characteristics between panchromatic (PAN) and multispectral (MS) images, the trained network is expected to enhance the spatial information of the LRMS bands. The input and output of the CAE network are illustrated in Fig.12. From this figure, it is evident that an estimated high-resolution LRMS is generated at the output of the network for each band. In fact, the reconstructed version not only preserves the spectral information of the LRMS bands but also contains more spatial information compared to the input patches. What differentiates this approach from previous methods is that the estimated high-resolution LRMS is used instead of the original LRMS.



Fig 12. Testing phase of the CAE architecture used in [26].

**Detail-Preserve Cross-Scale Learning for CNN-Based Pan sharpening**: A significant aspect of deep learning solutions for pan-sharpening is the extent to which the model can generalize from the training resolution to the testing resolution. The training set is obtained through a resolution shift [22]. In remote sensing, the challenge of transitioning from the training resolution to the testing resolution is critical, as all sample images are captured from a specific distance above the Earth's surface, maintaining a relatively constant distance from the ground sample. Consequently, representative variations of these elements may not be well captured in the training dataset, leading to a misalignment between the training and test datasets. This explains why the substantial performance improvement of CNN-based methods compared to conventional methods in a reduced resolution evaluation setting may not translate to similar performance at full resolution.

Several attempts have been made to address this issue in pan-sharpening [27–28]. The underlying approach in these attempts is to incorporate a complementary loss term that addresses the target-resolution behavior of the model. Based on this concept, a new pan-sharpening method has been developed, as illustrated in Fig.13. Specifically, this training scheme is applied directly during the fine-tuning stage of the pre-trained model using the adjusted parameters.

. This approach takes into consideration the performance loss between the training and test sets [29].



Fig 13. Steps involved in detail-preserve cross-scale learning [29].

Basically, in the fine-tuning stage, along with the term defined in the reduced resolution, a full-resolution term is considered by appropriately processing the target image as indicated in Fig.12:

 =

In which the multispectral image fusion at the final resolution is done using a mapping function Specifically, one of the traditional methods that denote reasonable performance on preserving spatial consistency is utilized (MTF-GLP-HPM). This conventional algorithm highly depends on the extracted spatial information from the PAN image while restricting the spectral distortion effect. Therefore, the cross-scale consistency is enforced due to

the training on low- and high-resolution data jointly.

**Unsupervised Pan sharpening using Generative Adversarial Networks:** The final target of pan-sharpening is to preserve the spatial and spectral information in the final product. However, current CNN-based approaches typically regard pan-sharpening as a deep learning module. Although Pan Net relies on the preservation of spectral and spatial content, it attains a fused product by combining the up-scaled MS data with the high-frequency information given by CNN which leads to blurred outcomes[27]. In comparison, the above methods depend on the reference image, i.e., Wald's protocol [22], where all the reference images are degraded by the Gaussian kernel and then downscaled by a factor of 4. The rationale behind this work is that the ill-posed pan-sharpening problem cannot be solved without blurriness by reversing the down and Gaussian kernels when dealing with Wald’s protocol. Therefore, an unsupervised pan-sharpening model is proposed (called Pan-GAN here) to utilize the intact source images as the training data to get the HRMS fused image without supervision by the ground-truth data. First, the original MS data is interpolated to the resolution of the PAN image and then stacked from the five-channel data to be fed into the generator G to obtain the HRMS image at the output. It is worth mentioning that the first channel is considered to be the PAN image. It is found that without considering two discriminators for the GAN, the final HRMS suffers from either severe spectral distortion or spatial inconsistencies[30].

In this model, two discriminators are employed to preserve both spectral and spatial information. The flowchart of the developed unsupervised method is illustrated in Fig. 14. To effectively maintain spectral and spatial fidelity, two tasks are addressed simultaneously using the two discriminators. The first discriminator, labeled D1 in Figure 14, serves as the spectral discriminator and is responsible for assessing the spectral consistency of the generated image with the low-resolution multispectral (LRMS) image data. The second discriminator, D2, is designed to preserve the spatial content in the high-resolution multispectral (HRMS) images. D2 evaluates the spatial consistency of the generated image against the pansharpened (PAN) image. Since the PAN image consists of single-band data, an average pooling operation is performed on the generated image to obtain single-band data for comparison.



Fig 14. Unsupervised deep learning model for pan sharpening.

**Unsupervised Generative Model for Pan sharpening**

So far, various aspects of conventional and deep learning-based solutions for multispectral image fusion have been considered. Recently, several efforts have been made to enhance the fusion products through cross-scale learning processes and the development of new loss functions. In this section, we discuss these two issues in the context of multispectral image fusion.

As mentioned earlier, deep learning models have been applied to multispectral image fusion, yielding better outcomes than conventional methods. An initial attempt was made in [31], where the pan-sharpening problem was addressed using a deep neural network (DNN) framework that formulated the nonlinear relationship between low-resolution and high-resolution images as a denoising autoencoder. In [32], a three-layer convolutional neural network (CNN) was designed to frame the multispectral image fusion problem as a super-resolution task. The concept of residual learning for multispectral image fusion was first introduced in [33], where a deep CNN was employed. In [33] and [28], a deep denoising autoencoder approach was utilized to model the relationship between a low-pass version of the panchromatic (PAN) image and its high-resolution counterpart. In [34], a deep CNN known as SRCNN was developed for image super-resolution, demonstrating superior performance compared to several other methods. In [35,36], a pan-sharpening method was introduced using SRCNN as a preprocessing step. Furthermore, in [37], a network structure called Pan Net was developed to incorporate prior knowledge of pan-sharpening, enhancing the generalization capability and performance of the network. A generative adversarial network (GAN) approach, referred to as PSGAN, was discussed in [38], which minimizes the loss between the generator and discriminator components. One of the advantages of GANs is their ability to reduce blurriness in the fused image. This approach not only seeks to minimize the L1 loss associated with each pixel but also aims to reduce the loss across the entire fused image.

As far as the loss function in DNNs is concerned, a new perceptual loss was presented in [39] to better preserve the spectral information in fused images. In [38], several objective functions were examined. In the recently developed deep learning-based methods, the focus is placed on the preservation of spatial details. For example, the CNN model in [40] was designed to preserve details via a cross-scale learning process. To address the effect of gradient vanishing, the concept of dense connection to pan-sharpening was extended in [41]. Most of the recently developed deep learning-based methods simply train and regularize the parameters of a network by minimizing a spectral loss between the network output and a pseudo–Ground Truth (GT) image. As described in before, the methods mentioned above primarily use a single objective learning to optimize network parameters and generalize its capability. However, other metrics that can represent both modalities (spatial and spectral) have recently gained more attention. For instance, in [42], based on the correlation maps between MS target images and PAN input images, a loss function was designed to minimize the artifacts of fused images. Also, in [43], it was shown that although a linear combination of MS bands could be estimated from the PAN image, a rather large difference in luminance resulted. Thus, certain objects could not be differentiated properly. To address this issue, a color-aware perceptual (CAP) loss was designed to obtain the features of a pre-trained VGG network that were more sensitive to spatial details and less sensitive to color differences. The aforementioned methods rely on the availability of GT data for regularizing the network parameters. However, in practice, such data are not available [44].

This section examines methods to address the two limitations of existing deep learning models for remote sensing image fusion. The first limitation pertains to the dependency on ground truth (GT) data for training and regularizing the network, while the second limitation involves the use of a generic loss function for parameter estimation. To mitigate the first limitation, an unsupervised learning strategy based on generative adversarial networks (GANs) is employed. In this context, unsupervised learning indicates that labeled reference targets are not available for training the deep model. A key aspect of unsupervised learning is that, although the data processed by the deep model are abundant, the targets and labels are often sparse or even completely absent. The second limitation is addressed by designing a multi-objective loss function that simultaneously considers both spatial and spectral attributes.

This section describes a developed unsupervised generative model. To set the stage, let us begin with the general framework of CS (Component substitution) methods. The CS framework can be mathematically expressed by the following equation:

Where and denote the high-resolution and up-sampled low-resolution MS images, respectively, gk’s are injection gains for spectral bands, ***P*** denotes the PAN image, and ***Ik*** is the ***k-th*** intensity component defined as:

Where is a linear/nonlinear combination of spectral bands [38].

**Learning Process and Loss Functions**

Given a set of unlabeled data at the input, the purpose of a generative model is to estimate the data distribution. This task is challenging and can be time-consuming. Recently, generative adversarial networks (GANs) have been developed to estimate the underlying distribution of unlabeled data. This discussion specifically focuses on their application in multispectral image fusion. Pan-sharpening aims to generate a high-resolution multispectral (HRMS) image.using two input data LRMS image and HRPAN image P. The optimization algorithm which is a min-max problem is generally formulated as follows:

Where the pan sharpening model that takes the and P as input and the parameters to be optimized are represented as . The learning process includes two major branches, e.g., generation and discrimination. The first part of the branch is dedicated to generating a set of images from a random distribution and the role of the second branch is to decide whether the generated data is real or fake by comparing it with the available LRPAN image P and LRMS image .The procedure of training scheme for this method consists of two parts: (1) spectral preservation and (2) spatial preservation. In what follows an explanation of the loss function design and the parameters to optimize is provided. Spectral Preservation Learning Process: For minimizing the spectral distortion in the fused image, a spectral metric is used to deal with spectral consistency. For this purpose, a discriminator for the learning process is considered, named spectral discriminator. The MS image data at the original resolution are used as the input of this discriminator. Initially, the output of the generator is inputted to the spectral discriminator. The following objective function is then used to minimize the spectral distortion of the fused image:

Where is the UIQI as described in [30], and Mk are the estimated high-resolution MS image at the output of the generator and the MS input image at the original resolution, respectively.

**Spatial Preservation Learning Process:** Another discriminator, referred to as the spatial discriminator, is employed to minimize spatial distortion. To inject spatial details into the fused image, the panchromatic (PAN) image, which represents the reference spatial information, is used as input to the discriminator at its original resolution. The following loss function is then utilized during the training phase of the generative model:

whereby is the linear combination of estimated high-resolution MS images at the output of the generator and Pk is the histogram-matched PAN image concerning the *k-th* spectral band. The learning process of the developed method is illustrated in Fig.15.



Fig 15. Flowchart of the deep generative model for pan sharpening.

**Evaluation Metrics:**

The performance of pan-sharpening algorithms can be evaluated using various metrics, including Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM), Universal Image Quality Index (UIQI), and Feature Similarity Index (FSIM). PSNR and SSIM are objective metrics that assess the similarity between the pan-sharpened image and the ground truth high-resolution image. The comparison and analysis of the performance of different deep learning-based pan-sharpening techniques can be conducted using these evaluation metrics, as well as specific datasets. Below are some commonly used evaluation metrics::

1. Peak Signal-to-Noise Ratio (PSNR): It measures the difference between the ground truth image and the generated pan-sharpened image in terms of signal-to-noise ratio.
2. Structural Similarity Index (SSIM): It measures the perceived similarity between the ground truth and generated images in terms of structural information, luminance, and contrast.
3. Universal Image Quality Index (UIQI): It computes the similarity between the generated and ground truth images based on their spatial, spectral, and cross-spectral properties.
4. Feature Similarity Index (FSIM): It measures the similarity between the generated and ground truth images in terms of their feature representation.

**Datasets**

There are several publicly available datasets for evaluating deep learning-based pan-sharpening techniques, including the QuickBird, GeoEye, and WorldView-2 datasets. Each dataset has its own characteristics, such as varying spatial and spectral resolutions, which can impact the performance of pan-sharpening methods. A comparative analysis of various deep learning-based pan-sharpening techniques on the QuickBird dataset showed that CNN- and GAN-based methods outperformed other approaches in terms of PSNR, SSIM, UIQI, and FSIM metrics.

Overall, the choice of evaluation metrics and datasets depends on the specific application and requirements of the pan-sharpening technique. Nevertheless, comparing and analyzing the performance of different methods using a variety of evaluation metrics and datasets is essential for assessing the strengths and weaknesses of each technique and determining the most suitable one for a given task. The following two tables present the comparative results of various fusion and pan-sharpening methods.Table 1 and 2 show comparison between methods and datasets.

Table 1: shows comparison of different methods and their merits and demerits

|  |  |  |  |
| --- | --- | --- | --- |
| Method | Description | Advantages | Disadvantages |
| IHS | A method that uses an Intensity-Hue-Saturation (IHS)transformation to separate a multispectral image into its color and intensity channels. | Preserves the spatial resolution of the original image. Good for visual interpretation of data  | Does not explicitly model correlations between spectral bands. May introduce artifacts and noise in the reconstructed images. |
| Laplacian Pyramid method for fusion  | A method that decomposes an image into multiple scales using a Laplacian pyramid and then fuses corresponding scales from different input data. | Can preserve both global and local features in the input images. Can handle images with complex structures and textures | May introduce ringing artifacts or noise in the reconstructed images. Require carful tuning of hyperparameters. |
| PCA | A linear transformation method that seeks to the principal components of input data to reduce it dimensionality.  | Simple and computationally efficient. Can handle high dimensional data. | Assume linear relationship between input variables and may not capture non-linear patterns in data well. |
| DAE | A type of autoencoder that learns to reconstruct input data by encoding it to lower dimensional space and then decoding it back. | Can learn compact and interpretable representations of input data. Can handle missing or corrupted data. | May not be as effective at capturing complex patterns in data as other methods. Require carful tuning of hyperparameters. |
| GAN | A generative model that uses two (a generator and a discriminator) to produce high-quality synthetic images. | Can generate highly realistic and diverse images. Can learn complex data distribution. | Training can unstable and difficult to optimize. May suffer from mode collapse. Require carful tuning of hyperparameters. |
| CNN | A deep learning method that uses convolutional neural networks to automatically learn features representations from input data. | Good at capturing complex patterns and relations in image data. Can handle large data efficiently. | Require a large amount of training data. May suffer from over fitting and may be computationally expensive. |

While deep learning-based pan-sharpening and image fusion methods have demonstrated promising results and significant improvements over traditional techniques, several research gaps and limitations remain to be addressed. These include a lack of large-scale benchmark datasets, limited interpretability of models, insufficient robustness to variations in illumination and atmospheric conditions, limited transferability to different sensors and platforms, and challenges in scalability to large remote sensing datasets. Addressing these gaps and limitations is crucial for developing more accurate, robust, and generalizable methods for pan-sharpening and image fusion in remote sensing. Some of the major research gaps and limitations are as follows:

Table 2. Comparison between 6 methods based on four Image quality metrics used Quickbird and Worldview2 datasets 'Images.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Method | FSIM | SSIM | UIQI | FSNR | Datasets |
| CNN | High | High | Moderate | High | Worldview2/ Quick Bird |
| GAN | High | High | High | High | Worldview2/ Quick Bird |
| DAE | Moderate | Moderate | Moderate | Moderate | Worldview2/ Quick Bird |
| PCA | Low | Low | Low | Low | Worldview2/ Quick Bird |
| IHS | High | High | Moderate | Moderate | Worldview2/ Quick Bird |
| LPF | High | Low | Low | High | Worldview2/ Quick Bird |

**1. Lack of large-scale benchmark datasets:** There is a lack of large-scale benchmark datasets for evaluating the performance of deep learning-based pan-sharpening and image fusion methods. Most existing datasets are limited in terms of both size and diversity, making it difficult to effectively compare different methods and assess their generalizability.

**2. Limited interpretability**:Deep learning models are often regarded as black boxes due to the difficulty in understanding how they arrive at their predictions. This lack of interpretability hampers the analysis of these models' performance and complicates the identification of areas for improvement.

**3. Limited robustness to changes in illumination and atmospheric conditions:** Deep learning-based pan-sharpening and image fusion methods are sensitive to changes in illumination and atmospheric conditions, which can affect the accuracy and visual quality of the output images. Developing methods that are robust to these variations is a major research challenge.

**4. Limited transferability to different sensors and platforms:** Deep learning-based pan-sharpening and image fusion methods are often trained on specific sensors and platforms, which limits their transferability to other sensors and platforms. Developing methods that can generalize across different sensors and platforms is an important research direction.

**5. Limited scalability to large-scale remote sensing datasets:** Deep learning-based pan-sharpening and image fusion methods can be computationally intensive, especially when dealing with large-scale remote sensing datasets. Developing methods that are scalable to these datasets is an important research challenge.

**Future Directions:**

1. **More Robust Techniques:** Future research should focus on developing more robust deep learning-based pan-sharpening techniques that can handle noise and other sources of uncertainty in the input data.
2. **Transfer Learning:** Transfer learning can be used to improve the efficiency of deep learning-based pan-sharpening techniques by reusing pre-trained models on different datasets.
3. **Fusion of Multi-source Data:** Future research should explore the fusion of multi-source data, such as optical and SAR data, to improve the accuracy and spatial resolution of remote sensing images.
4. **Interpretable Techniques:** Future research should focus on developing interpretable deep learning-based pan-sharpening techniques that can provide insights into how the network is making decisions.
5. **Real-time Applications:** Future research should focus on developing deep learning-based pan-sharpening techniques that can be applied in real-time applications, such as satellite image processing and UAV image analysis.

**Conclusion**:

Satellite image fusion is a critical task in remote sensing applications, and various methods have been developed to achieve this goal. Traditional techniques, such as Intensity-Hue-Saturation (IHS) and Principal Component Analysis (PCA), have demonstrated good performance; however, recent deep learning-based methods have gained popularity and exhibited superior performance compared to traditional approaches in terms of image quality, accuracy, and processing speed. This improvement is largely due to their ability to learn complex relationships between input and output images. Research studies have evaluated these deep learning methods and compared them to traditional techniques, revealing that deep learning-based approaches can yield better results. Future research should focus on developing more efficient and accurate deep learning models for satellite image fusion.
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