Design and implementation of the cloud platform system of the picking robot
Abstract
This paper designed picking robot data processing system based on the cloud technology, the system has the following functions: the user can view the current picking robot in the location of the orchard, environmental temperature and humidity, real-time orchard images and other environment information, and picking robot status and data such as robotic arm motion, picking robot working time and the current temperature, depth camera real-time image and picking recognition rate data. At the same time, the data of the picking robot device is interacted, collected and stored, and the data is exchanged with the cloud through MQTT Internet of Things communication protocol, and stored in the form of device log. Secondly, the system administrator on the application layer can manage all registered users and log off users; manage all the hardware equipment of picking robot such as mechanical arm, chassis car, add, delete and check the relevant data of picking robot; and open all the collected data in the database to the front end in JSON format.
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1. System requirements analysis
1.1 System functional requirements analysis
The main parts of the system are the picking robot, the cloud, and the data interaction between the picking robot and the cloud. The main functional requirements are as follows:
(1) Data collection of the picking robot. The data acquisition module is divided into orchard environment data acquisition and data acquisition of the picking robot sends the depth camera image, GPS sensor, mechanical arm pose data, equipment power and other information to the cloud platform through 5G module. Because the orchard environment is located in a remote area and the coverage of most orchard base stations is not high, it is very important to choose a transmission mode with wide coverage, low power consumption and low cost transmission mode. In this system, the data collected by the orchard environment parameters with various environment sensors and the orchard environment monitoring are communicated through the BC260Y gateway through NB-IoT (Narrowband Internet of Things, narrowband Internet of Things technology).
(2) Communication between the picking robot and the cloud platform. Picking robot and cloud platform need to define communication specification, due to different picking robot equipment structure and data interface, inevitably cause the exchange of data between the system is not standard, so need to design specific data exchange specification to realize the robot and cloud service platform docking, to solve the whole picking robot system compatibility and real-time dynamic matching. By defining the data interface of the picking robot top IC and the cloud platform based on the message type based on MQTT, different data formats are converted to realize the communication between the heterogeneous picking robot and the cloud platform.
(3) Cloud data storage and resource sharing. When the picking robot is performing the task, the collected data information can be stored persistently through the cloud platform, which can be used and shared by other robots. NFS (Network File System) service deployment enables the sharing of perceptual data, environmental information, task requirements, etc., enabling multiple robots to coordinate and cooperate on performing tasks to complete the work more efficiently. The sharing of data resources can make tasks more flexible and adaptable.
(4) Computing task separation of the picking robot. Based on the characteristics of distribution calculation, and the intelligent picking in the process of intensive computing and complex processing of fruit target detection and target positioning requires the deep learning algorithm migration to the cloud, reduce the equipment industrial control machine calculation, will the picking robot equipment data acquisition preprocessing deep learning algorithm execution and the results of the processing and preservation process in the picking robot and the cloud for reasonable division. In addition, the deployment of deep learning framework in the cloud, which can share data sets for multiple users. Secondly, because the cloud is scalable, it is convenient to do model training and development functions on the cloud platform.
(5) Cloud visualization interface development. The most important part of the client is the visual interface, which is also the most intuitive function for users to understand the whole system. The visual interface mainly includes the user login interface module, the historical data query and display interface module, and the real-time data monitoring interface module. The user or the administrator sends a request through the browser. After the server receives the request, the server-side program then queries the database to obtain the corresponding data, and then returns the data to the front-end page after background processing. The system administrator can enter the background management interface to configure the user information, device information and collection point data; after logging in the system, the user can modify the personal information, view the personal device, and view the collection point data by screening the device information.
1.2 Non-functional requirements analysis
A system requires stable and efficient operation. In addition to completing the functional requirements, it also needs to meet certain non-functional features. It mainly includes the following aspects:
(1) Generality
In the picking robot cloud platform, different software or hardware structures make there is no unified standard for the development of the system. Especially, in the data definition and transmission of picking robot data, defining the standard data format and data structure can reduce the repeated definition of data and improve the versatility of the system. In picking robot cloud platform system, using the same software application architecture for different types of equipment technology development and control, the system will ali cloud as picking robot cloud platform system development tools, used in the cloud platform picking robot monitoring and control, to improve the versatility of the cloud platform system.
(2) Scalability
Picking robot cloud platform according to different usage scenarios need to add new functions, such as different varieties picking target and orchard environment factors, at the same time may need to change the picking robot ontology mechanism or to add new picking robot application in the cloud platform, so the system scalability is particularly important, to make the system is easy to update and maintenance.
(3) Reusability
The picking robot cloud platform should enable the modules or components to be reused to reduce unnecessary development, and the components can be effectively connected through the MQTT message communication mechanism. For example, the GPS positioning module, environment sensing module, depth camera hardware module and deep learning algorithm of the picking robot are reusable, which provides the scalability and reuse of the cloud platform of the designed picking robot for different robots.
2. Picking robot and cloud communication mechanism
Based on the point-to-point uncoupled message model of ROS, the target detection module can be deployed in the cloud in the form of Docker file, and the cloud can conduct data interaction with the picking robot device through ROS to complete the service tasks. However, the communication mechanism based on ROS is only suitable for the information interaction between the internal nodes in the ROS system, and is closely related to the conditions such as the network environment and requires multiple configurations, which seriously affects the application of the picking robot on the network in the actual orchard scene. To solve this problem, this system cites the MQTT _ bridge tool based on MQTT protocol to extend the communication mechanism of ROS, MQTT is a lightweight messaging protocol specially suitable for the communication of IoT devices under low bandwidth, high latency or unreliable network conditions. Through MQTT _ bridge, the communication message type of ROS is converted to a format suitable for Internet message transmission, so that the picking robot can communicate with the cloud platform through the Internet, while retaining the message mechanism of ROS in the device end of the picking robot, reducing the changes to the internal structure of ROS.
The background management and control system of the picking robot is usually developed by different languages, such as Java and python. In order to achieve the loose coupling between the end of the picking robot, the language and platform can be irrelevant. MQTT _ bridge can not only realize the control of the picking robot on the cloud platform, but also transmit the data collected by the picking robot, such as image data and robotic arm state, according to the MQTT message transmission protocol. At the same time, the environmental sensor data and equipment positioning information in the orchard can be uploaded. In general, MQTT _ bridge implements the vast majority of the message data in the ROS system, and can fully provide the message content defined by the picking robot itself.
ROS analysis by the previous chapter 2.4.2 provides a distributed system architecture, but in its distributed communication architecture design, ROS is a centralized management structure, refers to each node needs to be deployed for a Master management node registration, and each node also need to maintain DNS and other network information. In the ROS environment, more people operate under the same LAN, which greatly limits the application scenario of the picking robot. At the same time, the loose-coupling architecture based on ROS enables us to migrate the computing to the cloud and provides the conditions for the combination of the picking robot and the cloud platform. Therefore, after making full use of the advantages of the loose coupling system architecture of ROS to move the computing-intensive resources to the cloud, we will focus on solving the problem of information transmission between the picking robot and the cloud through the Internet.
The system adopts the method of message conversion, continue to use the ROS in the communication architecture and message format, implement the ROS message package module within the cloud platform, the ROS message can be transmitted, while keeping the message release and subscription, so that the ROS message mechanism can continue to be used after Internet transmission, and the operation of the corresponding node can be triggered by the retained message mechanism. Figure 2 shows the message conversion model.
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Fig 2 System message transformation model

First picking robot in the task of real-time requirements, so the system using MQTT protocol as a "cloud-end" message conversion protocol, then picking robot with ROS message transmission mode has the characteristics of diversity, the system adopts the Internet commonly used message format JSON as transmission object, it is independent of the programming language of lightweight convenient data transmission format, cross-platform, easy to read and write, the bandwidth is small. So the JSON is suitable for the conversion transmission of the ROS messages.
In the process of realizing MQTT _ bridge, the picking robot device end is first configured, and the MQTT client library is installed under the industrial controller Ubuntu system. Later, the MQTT client needs to be configured to connect to the MQTT Broker. In this process, we need to obtain the MQTT connection parameters, such as usemame, passwd, mqttHostUrl, port and other information in Broker, to ensure that the MQTT client can subscribe to the corresponding topic topics and publish a message to the corresponding topic. MQTT _ bridge interface for the configuration of the picking robot is shown in Figure 3.
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Fig 3 Configuration of MQTT_Bridge on the picking robot

MQTT _ bridge also needs to be the conversion between ROS messages and the corresponding operations and JSON messages. Therefore, in MQTT _ bridge also needs to define the corresponding communication protocol to including the ROS key information types of the picking robot. Some of the message content release and subscription code are shown as shown in Figure 4.
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Fig 4 Publication and Subscription of ROS Message Contents in MQTT Bridge

Next, the MQTT server is configured in the cloud, and MQTT Broker is deployed as the cloud MQTT bridge. The system adopts the cloud server ECS and deploys the MQTT server in the cloud server, responsible for processing the data forwarded from MQTT _ bridge. The code of the specific implementation process is shown in Figure 5. By building MQTT server can subscribe to the theme from the picking robot topics, and the received data stored in OSS Broker, so that the subsequent data for data classification and data analysis, finally provide REST API or other forms of interface, for other systems or applications to access the data, in the cloud client visualization to show the user data.
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Fig 5 Publication and Subscription of Cloud Message Contents in MQTT Bridge
	
The system in the picking robot ROS, target detection function module through Docker package for mirror and deployed to the cloud platform at the same time will be based on MQTT _ bridge will the cloud function module in the form of mirror package deployment, when the picking robot request service, the cloud platform will automatically pull the corresponding function module service, and also the URL address and port back to the picking robot end. In this way, the picking robot can establish an MQTT _ bridge connection with the cloud platform to realize the interaction between the picking robot and the cloud platform. The communication structure of the picking robot and the cloud platform in the system is shown in Figure 6.
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Fig 6 Communication structure between the picking robot and the cloud

In the process of picking robot and cloud platform communication, both through the MQTT bridge information transfer, realize the loose coupling connection, MQTT bridge will respectively in the picking robot and the cloud MQTT _ bridge connection, then will send the message after processing, make only need to middleware centralized development, reduce the change of both. The picking robot and the cloud subscribe to the corresponding messages in the MQTT bridge, that is, the messages sent by the picking robot can be forwarded to the MQTT server in the cloud. The cloud also sends the corresponding messages to the picking robot in the same way. In these ways, the message mechanism of retaining ROS can maximize the full use of MQTT _ bridge function to ensure the transmission efficiency of the message.
3. Cloud collaboration of the picking robot
For picking robot computing intensive tasks, picking robot can reduce the calculation pressure through the cloud, the target detection is an important part of intelligent grasping, picking robot computing ability requires higher task, so the task of reasonable migration to the cloud computing is an important aspect of the whole picking robot system, through the previous related technology and research results, elaborate synergy between picking robot and the cloud system capture task design and implementation.
3.1 Analysis of cloud collaborative process of picking robot
In the traditional picking robot to realize intelligent capture system, usually in the picking robot local end configuration fixed target detection and positioning capture module, the same algorithm in the operation and the local processing, however, under the system based on "picking robot-the cloud", picking the robot in the process of data processing of each nodes (data acquisition preprocessing, target detection algorithm execution process, results of processing and preservation, mechanical arm capture, etc.) in the picking robot and the cloud reasonable division is to migrate to the cloud to solve the problem. The specific workflow is shown in Figure 7. The left picture is the end of the picking robot, and the right picture is the cloud.
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Fig 7 Flow chart of the cloud collaborative system of picking robots

3.2 Distributed cloud collaborative architecture
According to the previous section, the cloud collaboration of the picking robot is carried out in a distributed architecture, which analyzes the picking robot end and the cloud respectively. First of all, the picking robot end needs to carry out the message conversion module, which needs to realize a call mechanism for the service request of the target detection algorithm module, and use the cloud application service through the call mechanism. The call mechanism follows Docker Remote API, can request cloud resources, and can transmit the data information of the picking robot based on MQTT _ bridge. The structure of the picking robot end is shown in Figure Figure 8.
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Fig 8 End structure of the picking robot

Picking robot the execution process as shown in figure 9, picking robot grasping tasks, service application module for the cloud service, when successful data transmission module establish data transmission channel with the cloud, and then synchronous data transmission to the cloud processing, algorithm after the results back to the picking robot other use module.
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Fig 9 Picking robot end execution module
The cloud is mainly used to receive service applications sent from the picking robot end, and the Docker instance-based resource management module through resource allocation. The cloud service structure is shown in Figure 10.
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Fig 10 Cloud service structure
Through the distributed structure, the picking robot can better cooperate with the cloud, make use the high computing power and storage capacity of cloud computing, and realize the parallel processing of multiple tasks at the same time, and significantly improve the operation efficiency.
3.3 Realization of cloud collaborative system for picking robot
The first two sections mainly introduce the process analysis of cloud collaboration and the distributed architecture. This section explains the implementation of the cloud collaboration system of the picking robot. By deploying services and processing modules related to target detection on the device end and the cloud, the picking robot can request the target detection service in the cloud, so as to realize cloud collaboration.
The starting point of cloud collaboration is that the picking robot and the cloud jointly complete target detection and positioning capture. Based on the distributed architecture and implementation process, the cloud collaborative system architecture diagram is proposed in Figure 11.
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Fig 11 Cloud Collaboration System Architecture Diagram
The depth camera collects real-time image data through data sensing and sends these data to the target detection service request module. Subsequently, data interaction via MQTT _ bridge to transfer the data to the target detection module in the cloud. After receiving the target detection service request, the cloud conducts the target detection and returns the results. Finally, the robotic arm is grasped according to the target detection and positioning results.
Picking robot cloud in the process of collaborative target detection, need to pick the robot itself open data acquisition module, at the same time by the cloud collaborative target detection service, picking robot ontology is passive execution, in order to realize the picking robot actively apply for call target detection service, first picking robot service can apply to the cloud for target detection service, then can according to different picking scenarios automatically call different target detection algorithm model. Based on the above requirements, this system has designed the Request_object_detection module.
The Request_object_detection module contains four main nodes, each with its own specific function, and the node diagram is shown in Figure 12.
（1） The target detection request interface of the picking robot is used to resolve the local target detection task request. When the task request is received, the request type and its corresponding sensor parameters (such as camera resolution, frame rate, etc.) are recorded to record the target detection status using the flag bit request _ Req, and the information is released to the relevant nodes.
（2） The sensor control node can activate the corresponding function node depth camera according to the type of the sensor message parameters received, to ensure that the depth camera is running normally and start publishing image data.
（3） The cloud service request node receives the data obtained from the target detection request interface of the picking robot itself, and sends the target detection request parameters and the data parameters of the picking robot to the cloud.
（4） The data transmission node uses MQTT _ bridge middleware for data conversion to convert the ROS message data (such as image data) of the picking robot ontology into MQTT protocol format for easy transmission to the cloud. At the same time, it is responsible for receiving the target detection results (such as the detected object category, location and other information) from the cloud.
[image: ]
Fig 12 Request_object_detection module node graph

By realizing the corresponding functional package at the end of the picking robot, the picking robot itself can send requests to the cloud when receiving the task, so as to realize the process of target detection service application. Completed the part of the picking robot body of the picking robot. The design of this node does not change the structure of the robot body and the use of other functions, but just split and designs the functional node distributed through ROS.
4 Cloud OTA update deployment
The picking robot is widely used in orchards to realize automatic and precise fruit picking, which means the challenge of diversification and complexity. For example, in different picking scenarios, the dense canopy and uneven fruit distribution require a high-precision target detection algorithm to accurately identify the mature fruit; or the fruit color change is not significant to identify the correct maturity. Traditional picking robots mainly rely on the way of manual upgrade software, and the deployment algorithm is relatively fixed, which is difficult to quickly adapt to new needs or environmental changes. Therefore, the technology of deploying OTA (Over-The-Air) updates to picking robots through the cloud is the key to solving this problem. OTA update deployment is the process of safely and effectively distributing software or firmware updates from a remote server to the device side through wireless network technology.
4.1 Remote upgrade system workflow
The workflow of remote upgrade of the picking robot designed by this system starts from uploading the corresponding update function package to the cloud, and feedback the results of the upgrade from the picking robot to the cloud. The specific workflow is shown in Figure 13.
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Fig 13 Workflow Diagram of the OTA System

4.2 Communication protocol design of the remote upgrade system
The information transmission between the cloud server and the picking robot is realized by wireless network technology. After the security link is established, the information sent by the cloud to the picking robot is called downstream data, while the information transmitted from the picking robot to the cloud is called uplink data. In the remote OTA upgrade system designed in this paper, the downlink data based on MQTT protocol mainly refers to the push upgrade task, while the uplink data includes reporting the upgrade information and the upgrade log. In order to ensure the consistency of information interaction, it is stipulated that the upstream and downstream data should uniformly adopt the JSON format. The specific upstream and downstream data information is shown in Figure 14.
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Fig 14 JSON Format for Upstream and Downstream Data Information

Topic and data format of OTA upgrade message, including OTA module version reported by devices, cloud platform push upgrade package information, device report upgrade progress and device request to obtain the latest upgrade package information, release and subscription Topic information are shown in Table 1.
Tab 1 Topic format for OTA upgrade messages
	function
	Topic class

	Device reports the OTA module version
	/ota/device/inform/${productKey}/${deviceName}

	Cloud platform push OTA upgrade package
	/ota/device/upgrade/${productKey}/${deviceName}

	Equipment to report the upgrade progress
	/ota/device/progress/${productKey}/${deviceName}

	Device requests the OTA upgrade package
	/sys/${productKey}/${deviceName}/thing/ota/firmware/get

	The cloud platform responds to the request
	/sys/${productKey}/${deviceName}/thing/ota/firmware/get_reply



4.3 Remote upgrade system functions and implementation
Remote upgrade is mainly used to solve the problem of reducing the detection accuracy reduction due to the fixed and single detection software version of the target detection algorithm deployed by the picking robot in the complex orchard scenario. In order to maintain the efficiency of the picking robot and adapt to the changing environmental conditions, the system publishes the dynamically adjusted equipment parameters and configuration files to the picking robot in the form of the whole software package. The specific functions and implementation are as follows:
In order to increase the working time of the picking robot, accelerate the picking process and prevent the fruit drop due to the delay of picking, the picking work at night is of great significance to the improvement of agricultural production efficiency. Various factors, such as night lighting conditions, ambient temperature, humidity changes and image transmission process, may interfere with the recognition of the visual system, making the target image suffer from different degrees of noise influence. These factors will not only affect the recognition accuracy and positioning accuracy of the visual detection system, but also seriously affect the efficiency of picking, making night picking a challenging task.
The apple dataset taken in the night environment in the cloud storage OSS Bucket was called, and the data set was sent to the deep learning algorithm model YOLOv8 (Chapter 3.7) deployed in the cloud for training. The trained network model was named YOLO-model. The fruit target identification results are shown in Figure 15 below.
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Fig 15 Target recognition in the dark environment
Combined with the identification results presented above, the accuracy, recall rate and average accuracy of the YOLO-model model in the test set were 87.4%, 90.9% and 93.7%, respectively, which showed high accuracy for the identification of night occlusion and poor lighting.
The implementation of the trained network model in the cloud in the form of a software package needs to export the trained network model, then create a software package directory structure, then the network model is packaged into a software package, and finally uploaded to the cloud in the form of the software package. The code of the realization part is shown in Figure 16 below.
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Fig 16 Diagram of the ECS node for uploading a software package
In order to enable the picking robot to receive and process the OTA update package sent from the cloud server, it is also necessary to deploy the communication module at the picking robot end. Its main function is to interact with OTA signaling and upgrade package with the cloud server based on MQTT, HTTPS and protocols. After starting the remote upgrade system, the picking robot will obtain the IP address of the cloud server from the configuration file, and establish a two-way MQTT connection with the cloud. During the remote upgrade, the picking robot end and the cloud need to complete the OTA upgrade signaling interaction, including the picking robot reporting the current visual recognition version information, the cloud issuing upgrade tasks, and the picking robot reporting the upgrade results and upgrade log. The node diagram of the picking robot is shown in Figure 17.
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Fig 17 Node diagram of the picking robot module
In the previous sections, the workflow and the implementation of key functions of the remote upgrade system are introduced, which fully proves that the remote upgrade is advanced and practical compared with the traditional picking robot software upgrade. 

[bookmark: _GoBack]5 Conclusion
From the research of the picking robot cloud platform system, the requirements of the cloud platform are analyzed from the functional requirements of the core functions of the system, including data collection, cloud communication, data storage and resource sharing, computing task separation and visual interface development. In terms of communication, through the combination of MQTT protocol and ROS message model, the efficient loose-coupled communication mechanism between the picking robot and the cloud is realized, which solves the problem of information transmission in different network environments. Later, this paper introduces the cloud collaborative workflow of the picking robot under the distributed architecture, and shows how to migrate the compute-intensive tasks such as target detection to the cloud, so as to reduce the computing burden on the device side and improve the operation efficiency and flexibility of the whole system. At the same time, the remote OTA update deployment scheme is also discussed, allowing the picking robot to keep the software up to date in the complex orchard environment to adapt to different picking needs.
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100",

"RESULT":0,

"ERROR_TYPE":1

"ERROR_INFO""error info".
"UPGRADE_FAILED_COMPONENT_ARRAY":
[

{

"COMPONENT_NAME":"YOLOV11".
"CURRENT_VERSION":"YOLOv11",
"ROLLBACK_RESULT":1

3

1

3

{
FILE_NAME":"kIkeiKjURXG".

"LOG_CONTENT":"[39.46.58.35,17.....]"
}
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def export_yolo_model():
model = attempt_load('yolovSs.pt', map_location="cpu’)
dummy_input = torch.randn(1, 3, 640, 640)
torch.onnx.export(model, dummy_input, "yolov8.onnx", o
pset_version=11)

def create_package_structure(package_dir):
if not os.path.exists(package_dir)
os.makedirs(os.path.join(package_dir, 'models"))
os.makedirs(os path.join(package_dir, ‘config’))
os.rename("yolovSs.onnx", os.path join(package_dir, 'mod
els', 'yolovSs.onnx))
config_data={
"input_size": [640, 640],
"classes": ["apple"]

¥
with open(os.path.join(package_dir, ‘config’, 'model_confi
gjson), 'w)as £
json.dump(config_data, f, indent=4)

def calculate_checksum(file_path)
sha256_hash = hashlib.sha256()
with open(file_path, "rb") as £
for byte_block in iter(lambda: f.read(4096), b™)
sha256_hash.update(byte_block)
return sha256_hash hexdigest()
def create_ota_package(package_dir, output_file):
withzipfile ZipFile(output_file, 'w', zipfile ZIP_DEFLATE
D) as zipf:
for root, dirs, files in os.walk(package_dir):
for file in files:
file_path = os.path join(root, file)
arcname = os.path relpath(file_path, package_dir)
Zipfwrite(file_path, arcname)
package_checksum = calculate_checksum(output_file)
metadata_file = os.path.join(package_dir, 'metadatajson’)
with open(metadata_file, 'r+) as f:
‘metadata = json.load(f)
‘metadata hash] = package_checksum
Eseek(0)
json.dump(metadata, £, indent=4)
ftruncate()

def upload_to_server(file_path, server_url):
with open(file_path, 'rb) as £:
files = {'file’: £}
response = requests.post(server_url, files="files)
if response status_code == 200
print("Upload successful”)

else
print(f"Upload failed with status code: {response.stat

us_code}")

if _name  =="_main_":

server_url = "hitps://iot.console.aliyun.com/ota/detail Fir
mwareld=1203301&FirmwareUid=4ROEmNRhr96LZXJLzs

6w030100/upload”
upload_to_server("yolo_model_update.zip", server_url)
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‘UPDATE SERVER URL="http://174.16.255.64:5000"
SOFTWARE PACKAGE NAME = "target detection algorithm.tar.gz"
EXPECTED MD5="261474E91B15FSEF14A63C21CE6COCBB"
BUCKET NAME = yolo-model’
def get latest version():
response = requests.get(f' {UPDATE SERVER URL}/api/check update?|
version=fget current version()}")
response.raise for status()
data = response json()
return data
def get current version()
try-with open("version.txt"."s") as £
return fread() siripQ
except FileNotFoundEror-return "0.0.0"
def set_current_version(versio
with open("version.txt”,"w") as £:
Erwrite(version)
def download_file(sts_token, bucket_name, object_name, local_filename).
auth = oss2.stsAuth(
sts token[LTAIS92¢iVXaNtTtsOkSRro'].
sts token[R7EMinjuzbDOKZo4 1kGTfy kmwYS1BG1,
sts token[ security Token']

def verify_checksum(file path,expected_mdS).
hash_md5 = hashlibmd5()
with open(file_path,'rb") as £
for chunk in iter(lambda: £1ead(4096),b"")
hash_mdS vpdate(chunk)
return hash_mdS hexdigest() == expected md5
def install_package(tar gz path).
with tarfile.open(tar gz path'r-gz") as far.
tar extractall(path="
subprocess.check call([pip’ instal
print("Package installed successfully.”
if__name_=="_main_"
‘update info = get latest version(
if update info[ update available]
print(f'New version fupdate info[ latest version']} available, downlo|
ading..")
if download file(update info['sts token'], BUCKET NAME, SOFTW|
ARE PACKAGE NAME.SOFTWARE PACKAGE NAME):
if verify checkSUm(SOFTWARE PACKAGE NAME, EXPECT|
ED MD5),
print("checksum verified.")
install package(SOFTWARE PACKAGE NAME)
set current version(update info[ latest version)
print("Update completed."else:
print("checksum verification failed, aborting installation.”)

clse:
print("No updates available.")
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def on_mqtt_connect(self, client, userdata, flags, rc):

*"“Callback when connected to the MQTT broker.

i rc
rospy.loginfo("Connected with result code * + str(re))
client.subscribe(f' {self.topic prefix}/natt to_ros')

else:
rospy.logwarn(f"Fatled to connect to MQTT broker,return code={rc}")

def on_mqtt nessage(self, client, userdata, msg):
allback when an NQTT message is received.

try:
payload = json.loads(nsg.payload.decode())
if ‘type’ in payload and 'dats’ in payload:
ros_topic = f"(self. topic_prefix)/{payload['type']}"
ros_nsg_type = eval(payload.get( nso type’, 'String'))
ros_nsg = ros_msg_type(data=json.dunps(payload[ 'dats’ 1))
sel7.pub.publish(ros_nsg)
except json.JSONDecodeError:
rospy.logwarn(“Invalid JSON fornat in HOTT nessage”)
except Exception as e:
rospy.logerr(f Error processing MOTT message: {e}")

__matn_

bridge = MqttsridgeNode(
broker_url='{ot-05266gsvg8zlof3.nqtt. tothub. aliyuncs.con',
broker_port=1253,
topic_prefix='natt_bridge’,
product_key='kikeikiuRxG',
device_name='nantpulator’,
device_secret='f21f7a24b7 8e0cc7c3n7873dcassrct’,
ca_certs="tone’

rospy.spin()
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class MqttBridgeNode(object):
def __init_(self, broker_url, broker_port,
topic_prefix,product_key,device_nane,device_secret,ca_cert:
# Generate a unique client 10
self.client_id = f'robot_client_{uuid.uuids()}'
self.client = mqtt.Client(client_id=client_id,protocol=nqtt.MQTTv311)
self.toplc_prefix = topic_prefix

# Initialize the ROS node
rospy. init_node('nqtt bridge node’, anonymous=True)

# Setup ROS publishers and subscribers
Self.pub = rospy.Publisher(f {topic_prefix}/outooing’, String, queue_size=10)
rospy.Subscriber(f'(topic prefix}/incoming , String, self.on_ros_message)
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mport json
from aliyunsdkcore.client import AcsClient
from aliyunsdksts.request.v20150461.AssumeRoleRequest import AssumeRoleRequest

ACCESS_KEY_ID = 'LTAI5t92CiVXaNtTtsQkSRro®
ACCESS_KEY_SECRET = 'R7EMnjUZbDOKZ041KGTfylkmuY518G"
REGION - *cn-shanghai®

# RAM Role ARN
ROLE_ARN = 'acs:ram::1766415645235167:role/jiqishijue’

def get_sts_token():
client = AcsClient(ACCESS_KEY_ID, ACCESS_KEY_SECRET, REGION)
req = AssumeRoleRequest()
req.set_accept_format('json')
req.set_RoleArn(ROLE_ARN)
req.set_RoleSessionName("ota-update-session”)
req.set_DurationSeconds(90@)

try:
response - client.do_action_with_exception(req)
return json.loads(response.decode( utf-8'))
except Exception as e:
print(f Error occurred: {e}")
return None
if __name *__main__':
sts_response - get_sts_token()

if sts_response and 'Credentials’ in sts_response:
credentials = sts_response[ ' Credentials’]
print(f"AccessKeyId: {credentials.get('Accesskeyld')}")
print(f"AccessKeySecret: {credentials.get(’AccessKeySecret')}")
print(f"SecurityToken: {credentials.get(SecurityToken')}")
else:

print(“Failed to retrieve STS token or missing Credentials.”)
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