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Abstract 

We study the trend analysis methods, namely (1) least square method, (2) trend 

quadratics method, and (3) exponential trend method, to get which one is the best in forecast 

the human development index (HDI) time series data. Here, we used mean absolute 

percentage error (MAPE) in comparing the three methods to obtain the eligible one. A 

simulation is given then using on the HDI data from Cilacap regency. The result showed that 

the smallest MAPE (on the trend quadratics method) is 0.19%. Due to this value of the 

MAPE, we then choose the trend quadratics method as the best model. Furthermore, we used 

this method to forecast the simulation HDI data, and the result showed that the values of the 

forecasting are 70.6, 70.7, and 70.7 for period 2022 to 2024, respectively. These result 

indicate that the trend of the HDI in Cilacap tend to be slowly increase. 
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1. Introduction 

In the theory of statistics, we note that  there are three important concepts of the 

hypothesis testing in rejecting null hypothesis, namely (1) probability error type I ( ) , (2) a 

probability error type II ( )  and (3) a power {Wackerly et al.[1]).  One of the useful of thing 

is power, it is an eligible method to test a parameter distribution on one-side or two-side 

hypothesis. Here, we note that the statistics analysis is not only hypothesis testing but also 

exploratory data analysis, time series analysis, survival analysis, etc. Therefore, we then 

interested to study trend analysis, namely (1) least square method, (2) trend quadratics 

method, and (3) exponential trend method to forecast the human development iindex (HDI) 

time series data in  Cilacap regency, period 2010 to 2021. So, we assumed that this is as one 

of the a real application (forecasting) on time series method. To understanding more, we 

firstly review about the power of the test method in testing parameter. We note here that many 

authors already studied the power in testing parameter shape on some distributions and or 

hypothesis testing, such as, Pratikno [2] and Khan and Pratikno [3], studied the power in 

testing intercept with non-sample prior information (NSPI). They used the probability integral 

of the cumulative distribution function (cdf) of the distributions to calculate the power. 

Moreover, Khan et al. [4] used the power to compute the cdf of the bivariate noncentral F 

(BNCF) distribution in multivariate and multiple regression models. In this research context, 

we also noted that many authors, such as Khan [5], Khan and Saleh [6,7,8],  Khan and Hoque 

[9], Saleh [10], Yunus [11], and Yunus and Khan [12,13,14], have contributed to the research 

of the power in the estimator and hypothesis area. 

In the context of the real application, we used  secondary data from statistics bureau of 

Indonesia (BPS), that is HDI, from Cilacap regency, period 2010 to 2021. This data tend to 
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yearly increase. We can see that the HDI in 2020 is 69.95 and HDI in 2021 is 70.42 (increase 

0.47).  But, in the context of the time series data, there are  two types of methods, namely the 

qualitative and quantitative forecasting methods. One of the quantitative forecasting method is 

trend analysis (see, Maryati [15]). Following  Makridakis, et al. [16], there are three type on 

the  trend analysis method, namely  (1) least square method   ,Y a bX   (2) trend quadratics 

method  2 ,Y a bX cX    and (3) exponential trend method   .XY ab   Following Yulfida, 

[17],   these methods are well-known and an accurate. Here, we present some previous 

research in the context of forecasting and its simulation such as Suharyadi and Purwanto, 

[18], Saputro and Purwanggono [19], Fahmi and Muslim [20], Siagian [21], Pahala [22], 

Purba [23], Rachman [24], Billah, et. al. [25], Farida, et. al [26], and Robial [27], Sagar and 

Najam [28], and Setiawan and Hakim [29].  

From the background above and the pattern of the plot of the HDI data (increasing trend), 

we then focused to study HDI as time series data using trend analysis methods. The paper 

deals with HDI calculation (simulation data) to identify which one be the best model among 

three type of the trend analysis methods, namely  least square method, trend quadratics 

method and exponential trend method.  

In this paper, we then presented the introduction in Section 1. The research methodology 

is given in Section 2. The result are obtained in Section 3, and the conclusion is provided in 

Section 4. 

2. Methodology 

There are three steps in comparing among trend analysis methods (least square method, 

trend quadratics method, and exponential trend method) as follow (1) overviewed the 

literature theory about MAPE, (2) computed the real actual error between the forecasting data 

and actual data, and (3) choose  the minimum MAPE. Furthermore, we simulate using HDI 

data of the statistics bureau of Indonesia (BPS) Cilacap regency, from 2010 to 2021, at Table 

1.  

Table 1. HDI Data of Cilacap 2010-2021 
Year 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 

HDI 64.2 64.7 65.7 66.8 67.3 67.8 68.6 68.9 69.6 70.0 69.9 70.4 

The steps of analysis data are given as follow: (1) identifying trend of the time series 

plot data HDI, (2) forecasting the data using three methods, (1) least square method, (2) trend 

quadratics method, and (3) exponential trend, (3) ccomputed the MAPE and choose the lowest 

MAP, (4) using MAPE we then test the best model from the three methods, the  least square 

method, trend quadratics method, and  exponential trend, (5) by choosing the best model in 

(4) , we then forecast the data from 2022 to 2025. 

We see from Table 1 that the HDI data tend to be positive trend. It means that the 

suitable method is trend analysis, We therefore used three methods of the trend analysis, 

namely (1) least square method, (2) trend quadratics method, and (3) exponential trend, in 

forecasting the data. The best model is then chosen by e choosing the lowest mean absolute 

percentage error (MAPE), as 
1
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3. Result  

3.1. Least Square Method  

In this Section, we estimated the coefficients a and b of the least square method, ,Y a bX    

using  
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. In this concept, we have to create the code number for X  

from 2010 to 2021, that are -11, -9, -7, -5, -3, -1, 1, 3, 5, 7, 9, and 11, for computing  the 

coefficients a and b as follow, respectively, 813.9 /12 67.9a    and 165.02/572 0.29.b    

Here, the value of the MAPE is then given as 
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3.2. Trend Quadratics Method 

Based on the Section 3.1., we then defined the trend quadratics method. In this concept, 

the model is written as 
2.Y a bX cX  

 
Here, the estimate model is computed as 
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 Hence, the model of the 

quadratics method is obtained as 
268.2 0.3 0.008Y X X   .  If  X  increases 1, the value of the  

Y  increases  0.282. Furthermore, the value of MAPE is given as 
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3.3. Exponential Trend Method 

We presented here, the model of the exponential trend method, that is 
XY ab . To 

estimate this model, we estimated  the coefficient  a and b using the formula 
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  It is easy to compute the estimated coefficients  a and b as follow, 

respectively  
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Finally, we then get the model of the exponential trend method as  (67.8)(1.004)XY   . It 

means that if the data year  is zero, the forecasting of Y , will be 67.8, otherwise if  year X  

increase 1, the value of the  Y  increases  
1(67.8)(1.0) . In this context of the exponential trend 

method, the MAPE is obtained as 
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From the above MAPE, the lowest MAPE is 0.19%. Due to this situation, we then conclude 

that the best model is the trend quadratics method. Furthermore, we used this method to 

forecast the HDI data of the Cilacap regency for period 2022-2024 at Table 2. 

Table 2.  The result of the HDI forecasting 

Year X Forecasting Actual Error 

2022 13 70.6 70.99 0.39% 

2023 15 70.7   

2024 17 70.7   

 

We see from Table 2 that the trend of the HDI data in Cilacap tend to be slowly increase. 

4. Conclusion   

In this research, we compare among the three methods on the trend analysis, namely (1) 

least square method, (2) trend quadratics method, and (3) exponential trend method, obtain 

the best model among them. Here, a simulation is conducted using the data of the HDI (from  

Cilacap regency, period 2010 to 2021). This is as a real application in planning and others 

analysis related to HDI in Cilacap. Using the three methods above, we compute the estimated 

model and MAPE to get the best model. The result showed that the smallest MAPE  (on the 

trend quadratics method) is 0.19% . Due to this value of the MAPE, we then choose the trend 

quadratics method as the best model. Furthermore, we forecast the data using the trend 

quadratics method, that are 70.6, 70.7, and 70.7, for period 2022 to 2024, respectively. These 

result indicate that the trend of the HDI in Cilacap always slowly increase. 
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