A Bayesian Hidden Markov Model for
Predicting Depression and Evaluating Medical
Interventions



Abstract

Depression has been the largest mental health problem affecting the pub-
lic health. Early detection of people with depression is crucial for effective
mitigation and treatment. The key to this can only be achieved when clear
symptoms of depression are used to detect depression conditions in patients.
Despite this problem, the treatment of depression among policemen is usu-
ally faced with early diagnosis challenges. This study is a predictive model
of depression using the symptoms exhibited by the patient. The study also
incorporates the medical intervention for depression to investigate its effect
on transitional probabilities. Early recognizable proof of anxiety, guilt, re-
tardation, insomnia, suicidal, and fatigue would be a significant step towards
diagnosis and medical intervention to police men and women suffering from
depression. In the latest development in the medical field, medical proce-
dures have advanced in the need to create models that can predict mental
depression with immediate medical intervention to care for the patients. This
study used a treatment model to investigate the effect of medical interven-
tion among depressed police officers. From the results of the study, it was
observed that the medical intervention reduced the probabilities of depression
status.
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0.1 Introduction

Depression is a common mental health challenge among many individuals in
the society, especially among the high-stress occupations such the law en-
forcement. According to [1], nearly one billion people worldwide are affected
by depression. According to the same report, in every 40 people one per-
son die due to depression. In Kenya, police men and women are faced with
unique challenges that contribute to increased level of depression. Depression
many be caused by many factors including; unemployment, poverty, finan-
cial struggles, alcohol or drug abuse, homelessness, uncertainty, isolation,
fear, and occupational challenges. The major problem is the late diagnostic
and interventions since the police force and even other people are reluctant
in seeking help when they start experiencing emotional distress, anxiety and
depression [2] . Medical intervention for individuals with worsening mental
health is critical to treating depression and anxiety and preventing suicide [3].
Seeking professional medical care for people with depression has been faced
by two major hindrances; stigma and access [4]. According to [4], stigma oc-
curs when a person deems the need to seek mental health treatment shameful.
According to [5], there association between self-stigma and reluctance to seek
medical help. There is a sense of shame that accompanies self-stigma, and the
adaptive response to this shame is secrecy; this results in not acknowledging
or disclosing mental health problems and not seeking treatment. According
to [5], access to mental health services is another barrier due to an inability
to find a provider or to the high cost of available care. Recent studies have
focused on mental health prevention and treatment programs [3]. Markov
chain models have been used to evaluate and examine the mental health pro-
grams including the suicide prevention models. For example, [6], estimated
population suicide risk as a dynamic system to evaluate the effectiveness of
suicide prevention programs. The Major depression disorder has been mod-
eled and analyzed using the Markov chain model. Several Markov models
that were developed successfully captured the salient characteristics of pa-
tient state of mind. According to [7], Markov chain model was introduced to
deal with various sequence of information All the daily commotion causes dis-
turbances in an individual life which is sufficient in creating a disturbance in
his normal state of mind. The magnitude of these disturbances determine the
probability of shifting a normal person to depression state. According to [?],
two state Markov chain model was used in modelling the mental health of
patients who visited the psychiatric hospital. The Two state Markov model



was also used in modelling the long term behavior of the depressed state.
Despite the use of the Markov model being popular, one weakness of Markov
model is the assumption the state of mind of the person in observable and
can be determined. This assumption is not always the case, hence there is
need to determine the best method to model the mental health. This study
therefore develop a bayesian hidden Markov model for modeling the mental
health. The study will use both the numerical simulation and mathematical
analysis in validation of the model

0.2 METHODS

0.2.1 Hidden Markov Model (HMM)

A hidden Markov model have become very useful in fitting mixture of dis-
tribution of sequence of dependent set of data. We let X random variable
representing the latent states to be modeled, where X takes values on the set
dom(X) = {z1, z, ..., x4}, such that x € dom(X) each is called a latent (or
hidden) state. The latent state comprises of the mental state of depression
(D) or Normal (N). We denote Yi,Ys,...,Y,, as the set of observable vari-
ables, such that the i'" observation Y; takes values on some set dom(Y;) .
In psychiatric point of view, each Y; will often refer to measured data which
will be the depression symptoms, while the latent variable X will refer to
some state of the underlying disease. The depression process of interest is
assumed discrete over the time points {0,1,...,7}, where the value of the
latent variable and the observables that hold at time t will be denoted by
X® and Y;-(t) respectively.

0.2.2 Markov Chain Monte Carlo sampling (MCMC)

Markov Chain Monte-Carlo (MCMC) is an increasingly popular method for
obtaining information about distributions, especially for estimating posterior
distributions in Bayesian inference. MCMC is a computer—driven sampling
method [?]. It allows one to characterize a distribution without knowing
all of the distribution’s mathematical properties by randomly sampling val-
ues out of the distribution. A particular strength of MCMC is that it can
be used to draw samples from distributions even when all that is known
about the distribution is how to calculate the density for different samples.
The name MCMC combines two properties: Monte—Carlo and Markov chain.
Monte—Carlo is the practice of estimating the properties of a distribution by
examining random samples from the distribution. For instance, instead of



finding the mean of a normal distribution by directly calculating it from the
distribution’s equations, a Monte—Carlo approach would be to draw a large
number of random samples from a normal distribution, and calculate the
sample mean of those. The benefit of the Monte-Carlo approach is clear:
calculating the mean of a large sample of numbers can be much easier than
calculating the mean directly from the normal distribution’s equations. This
benefit is most pronounced when random samples are easy to draw, and
when the distribution’s equations are hard to work with in other ways. The
Markov chain property of MCMC is the idea that the random samples are
generated by a special sequential process. MCMC is particularly useful in
Bayesian inference because of the focus on posterior distributions which are
often difficult to work with via analytic examination. In these cases, MCMC
allows the user to approximate aspects of posterior distributions that cannot
be directly calculated. This study will employ Gibbs sampling algorithm.
In statistics, Gibbs sampling is a Markov chain Monte Carlo (MCMC) al-
gorithm for obtaining a sequence of observations which are approximated
from a specified multivariate probability distribution, when direct sampling
is difficult. This sequence can be used to approximate the joint distribu-
tion (e.g., to generate a histogram of the distribution); to approximate the
marginal distribution of one of the variables, or some subset of the variables
(for example, the unknown parameters or latent variables); or to compute
an integral (such as the expected value of one of the variables). Typically,
some of the variables correspond to observations whose values are known,
and hence do not need to be sampled. Gibbs sampling is commonly used
as a means of statistical inference, especially Bayesian inference. It is a
randomized algorithm and is an alternative to deterministic algorithms for
statistical inference such as the expectation-maximization algorithm (EM).
As with other MCMC algorithms, Gibbs sampling generates a Markov chain
of samples, each of which is correlated with nearby samples.

0.2.3 Ethical Issues

Since the study involve human participants, it is imperative that the re-
searcher observe the research ethics in the planning and execution of the
study. In particular, the researcher addresses various ethical issues specific
to the study, including informed consent, privacy, anonymity and confiden-
tiality. By voluntarism, the participants will be assured of their freedom to
take part in the research. In his regard, the researcher avoid using coercion
or deceit while requesting for participants’ consent. By full information, the
participants were provided with important information about the conduct
of the research. These includes explanations about the research procedures,



expected benefits, clarifications of inquiries about the procedures, and a dis-
closure that the participants had the right to withdraw consent and drop
out from the research at any time. Based on comprehension, the researcher
ensured that the participants understood the research before providing con-
sent by allowing a reasonable time lag and room for consultation between
the time of request for consent and the decision. Privacy was evaluated from
three standpoints, including the sensitivity of information, settings of the
research, and dissemination of information. It was detrimental to publicize
information that negatively portrays the research participants by revealing
their background and social standing. Participants were provided with infor-
mation sheets and written informed consent forms that they were required
to sign if they voluntarily accepted to participate in the study. The study
was voluntary and participants had the right to withdraw at any stage of the
interview.

0.2.4 Logistic model

The study used the logistic model for the observable variables. The probabil-
ity of observing outcome 7 corresponds to the probability that the estimated
linear function, plus random error.

P(Outcomej:i) = P(k’z‘zl < lelj + /82ij + ...+ /Bkmkj + U S k?z) (1)

u; is assumed to be normally distributed. In either case, we estimate the
coefficients (1, fa, ..., B where I is the number of possible outcomes.

The independent variables 15, x5, ..., 1, are the observable depression symp-
toms which includes; z1; = Anxiety, x9; = Retardation, z3; = Insomnia, z4;
= Suicidal, and z5; = Guilt. The model will comprise of the following ob-
servable variables

P(Outcome;—;) = P(ki=1 < 121, + Boraj + Psxsj + Baxa; + Psxsj + i) (2)

0.3 RESULTS AND DISCUSSION

0.4 The Statistical Model to predict depres-
sion with Treatment

0.4.1 Introduction

The main purpose of treatment is to completely eradicate the disease. This
can only be achieved if the patient receive treatment overtime. The efficiency
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Treatment
O=not treated | 1=treated
0=no (0,0) (0,1)
SYMPTOM 1=mild (1,0) (1,1)
2=moderate (2,0) (2,1)
3=severe (3,0) (3,1)

Table 1: Treatment Symptoms combination

of the drug can be measured by the degree of symptom reduction. when a
police officer is suffering from depression, he or she visits a psychiatric for
treatment. This psychiatric treatment offers relief to the patient by reducing
or eliminating depression or by suppressing the symptoms over time. Suppose
that the treatment T is an indicator variable with come as 0 and 1. Then,
this indicator variable follows a Bernoulli distribution and can be presented
as follows;

1 = if police officer has received treatment
T = (3)
0 = in police officer has not received treatment,

Each symptom was measured as four level (0 = notpresent,1 = mild,2 =
moderate,and3 = severe). The treatment, symptom combination can be
presented as follows;

Table (1) give the treatment symptom combination at different levels of
symptom . From Table (1), the combination (0,0) implies that the patient
had no symptom and did not receive treatment. The combination (1,0) im-
plies that the patient had a mild symptom and did not receive treatment.
The combination (3, 1) implies that the patient had severe symptom and also
received treated. The was extended to all the symptoms when treatment was
given to the patient and hence the transition transitional probability com-
puted as presented in the next section.

0.5 Model with Treatment

We define the transitional probability myp(x1,xe,,,,,xs) as provided in
equation (3.3). Suppose we introduce treatment T as defined in equation
(3,9) in a model with only one symptom interacting with the treatment, the
transition probability becomes;

71—iJ]WVD(g:h:EQa"'7'17677—‘#11':57;) (4)

b}



Equation (3.9) represent treatment model where (7'x;) represent the interac-
tion between the treatment T and the ¥ symptom and T is the treatment.
Equation (3.9) was able to evaluate both the main effect of the treatment
and the interaction effect of the treatment and the symptoms on transition
probability of depression. We can extend equation (3.9) to two symptoms
treatments case. We measure the effectiveness of treatment T on second
symptom by the interaction (T'xy). This help to determine the main effect
of the treatment and interaction effect between the treatment and the two
symptoms. Thus equation (3.9) becomes.

Tivp(T1, T,y oy 26, T, Ty, Ty, (5)

where (T'zy) and (Tx;) assess the effect of the treatment on the symptoms
x; and (xy)

If the treatment is extended to all the symptoms, then the transition probabil-
ity will be a function of the interaction between (z1, z, ....xg) and treatment
T . Thus equation (3.9) become;

WZVD<Z'1;$27‘u,xﬁ,T,TIl,TxQ,....,Txﬁ) (6)

In equation (3.10) all the symptoms have an interaction with the treatments.
Therefore, Equation (3.10) help to determine the main effect of the treatment
and the interactive effect of treatment and symptoms.

0.6 Posterior with treatment model

The probability of the hidden state y; given the observable states X's for a
police officer j, (j = 1,2,3,....,n) is given by

pr(Yy,Ys, ..., Yoz, 2o, . 26, T, TXq) = WiT]VDyi(.)(l — W?}VD(.))I*% (7)

For n police officers (3.12) becomes

H?:lpr(yia YVQ? ceey Y?’L|w17 X2, ..., Te, T? TI]') = ?ZInFZVDyl()(l - 7.‘—;,'JA;\/D(‘))I_%

H;F:l”pr(Yl, Yo, ..., Yalzy, o, .oy, T, Txy) = WZVDZ?:l(.)(l — WZVD(.))”_Z?:W"
(8)
To use bayesian method in obtaining the parameters in 3.12, we assume
that the parameters follow normal distributions i.e, Substituting the tran-
sitional probability equation (3.9) in equation (3.6) we obtain a posterior



distribution with treatment model with one symptoms. Therefore the pos-
terior distribution when only one symptoms is treated, e.g when anxiety is
treated as defined by Laura, (2011) is obtained as follows;

" J ) i — 2
f(ﬁ‘XhXQa "'7X67T7 TXi)aWZVDEZZIy<')(1 - ﬂ-iJ;VD('))Zi:1 yJH?:l BJ /1/0) )

1 —(
o2n P ( 202
(9)

Equation (3.14) is the posterior distribution when one symptoms is treated.
When two symptoms are treated the posterior distribution is obtained by re-
placing transition probability in equation (3.10) with transitional probability

in equation (3.6). Therefore, the posterior distribution become;

f(B|X17 XQ; sy X67 TJ TXM TXk)

amlyp ()1 = wlyp () Z

1 —(B; — M0)2>
me_ ex J
]_1aj\/ 2 P < 203«

Equation (3.15) is a posterior distribution with treatment model when two
symptoms are treatment becomes.

(10)

I pr(Y1, Ya, ..., Yo l|wy, @, o 26, T, T X1, TX:)

= ?:lnﬁz?;VDyi(')(l - 7TZVDO)l_yi

I_,"pr(Y1,Ya, ..., Yylz1, 29, w6, T, T X1, TXo) =
Ao = ()1 = T p ()T

When all the six symptoms are treated, the posterior distribution was also
obtained when the transition probability in equation (3.6) is replaced with

transitional probability in equation (3.11). Therefore, the posterior distribu-
tion become;

(11)

f(ﬁ’Xl,XQ,...,X6,T,TX1,TX2, ..... ,T.TG)OZWZVDZ?:ly

_ T YRRV 1 ox —(B; — po)® (12)
O =TI, p(—%? )

0.7 Metropolis Gibbs Sampling

Given that (§ represent a vector of the logistic regression parameters to be
estimated, and using the Bayesian method, the information about the pa-
rameters [ can only be found from posterior distribution f(3/data). This



study used the Gibbs sampler Algorithm to produce the estimates of the
parameters 3° from the previous estimate 3°~! using the following steps

a. set the initial values of the parameter

BO = (8" = 1,85 = 1,....., 65" = 1)

b. Set the number of desired iterations L

c. At the iterations s the values if 8;;7 = 1,2, ....,13 is updated as follows

d. sample B(()s) ~ f(ﬁo|5§8_11)7/358_1)71--~~7 g_l))l
e. sample Bf) ~ f(51|5((]5_ 1)7 betaés_ 1)7 ey Bg_ 1))
f. sample 6{? ~ f(513|5(()8_ ), beta(f_ )7 ey S_ ))

The parameter of the model

In this section we discuss the results of treatment model when one symptom
is treated. The results of the study indicate that the coefficients of insom-
nia was 0.0011982 which indicate that insomnia has a positive influence on
transitional probability.

coefficient mean standard deviation | nalve error
betal 0.0005705 0.0010158 0.00002271
betal 0.0011982 0.0009828 0.00002198
beta2 0.0012147 0.0009788 0.00002189
beta3 0.001233 0.0010424 0.00002331
beta4d 0.0011488 0.0010008 0.00002238
betab 0.0011914 0.0009721 0.00002174
betab 0.0011829 0.0010145 0.00002268
beta7 -0.0008054 0.0009957 0.00002226
beta8 -0.001184 0.0009999 0.00002236

Table 2: Parameter of one symptom treatment model

From the results in table (2), it can be observed that the average value of
the coefficient of 5, was positive 0.0011083. This implies that the insomnia
positively influence the probability of depression among the patient. The re-
sults of the study also indicate that the average coefficient of 5, was positive
0.0012147. This means that the symptom quilt in a patient positively influ-
ences the probability of depression among the patients. The results of the
study also indicate that the average coefficient of 3 was positive 0.001233.
This means that the symptom suicide in a patient positively influences the
probability of depression among the patients. The results of the study also
indicate that the average coefficient of 84 was positive 0.0011488. This means
that the symptom retardation in a patient positively influences the probabil-
ity of depression among the patients. The results of the study also indicate
that the average coefficient of 5 was positive 0.0011914. This means that
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the symptom anxiety in a patient positively influences the probability of de-
pression among the patients. The results of the study also indicate that the
average coefficient of fgwas positive 0.0011829. This means that the symp-
tom fatigue in a patient positively influences the probability of depression
among the patients. The study indicate that the average coefficient of the 3
was -0.0008054 which is the coefficient of the medical treatment. This implies
that medical treatment has a negative value thus it decreases the probability
of depression among the patients. The study also investigated the effect of
medical treatment on the symptoms of depression. From the results, the co-
efficient Sgwas equal to -0.001184. This implies that the interaction between
the medical treatment and insomnia decreases the effect of the probability
on depression among the patients.

0.8 Transitional probability for treatment model
with one symptom interaction

From table (3) , it can be observed that the coefficient of the treatment T was
negative. This implies that treatment reduce the probability of depression
among the patients. The results also indicated that the coefficient of inter-
action between treatment and insomnia was negative. This implies that the
interaction between treatment and insomnia reduce probability of transition.

y | insomnia | guilt | suicidal | retardation | anxiety | fatigue | T | T*insomnia qrtable

1 3 1 3 2 0 3 1 3 0.501833132
1 2 3 3 3 2 0 1 2 0.502702234
1 0 3 2 1 3 3 1 1 0.50324068
1 0 0 0 1 3 2 0 0 0.501914816
1 3 2 0 2 0 0 1 3 0.50032489
0 0 0 0 0 0 0 0 0 0.500142625
1 1 3 2 0 2 1 1 1 0.502094168
1 0 1 0 1 3 1 1 1 0.501425421
1 0 2 0 0 3 3 0 0 0.502530678
1 0 3 1 3 2 3 1 1 0.503208981

Table 3: transition probability of treatment model



0.9 The parameter estimation for treatment
model with two symptoms under treat-
ment

Table (4), give the results of the coefficients of the treatment model. Table
4 show the mean estimate of coefficient, the standard deviation, and naive
€error.

coefficient mean standard deviation | nalve error
betal 0.0005956 0.0010162 0.00002272
betal 0.001199 0.0010156 0.00002271
beta2 0.001173 0.0010279 0.00002298
beta3 0.001205 0.0009588 0.00002144
beta4 0.001184 0.0010092 0.00002257
betab 0.001211 0.001022 0.00002285
betab 0.001207 0.0009426 0.00002108
beta7 -0.000856 0.0010028 0.00002242
beta8 0.002367 0.0009477 0.00002119
beta9 0.00003728 0.0010252 0.00002292

Table 4: parameter for two treatment model

From the results in table (5), it can be observed that the average value of
the coefficient of 8 was positive 0.001199. This implies that the insomnia
positively influence the probability of depression among the patient. The re-
sults of the study also indicate that the average coefficient of 85 was positive
0.001173. This means that the symptom quilt in a patient positively influ-
ences the probability of depression among the patients. The results of the
study also indicate that the average coefficient of (3 was positive 0.001205.
This means that the symptom suicide in a patient positively influences the
probability of depression among the patients. The results of the study also
indicate that the average coefficient of 3, was positive 0.001184. This means
that the symptom retardation in a patient positively influences the probabil-
ity of depression among the patients. The results of the study also indicate
that the average coefficient of 5 was positive 0.001211. This means that
the symptom anxiety in a patient positively influences the probability of de-
pression among the patients. The results of the study also indicate that the
average coefficient of B¢ was positive 0.001207. This means that the symp-
tom fatigue in a patient positively influences the probability of depression
among the patients. The study indicate that the average coefficient of the S,
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was -0.000856 which is the coefficient of the medical treatment. This implies
that medical treatment has a negative value thus it decreases the probability
of depression among the patients. The study also investigated the effect of
medical treatment on the symptoms of depression. From the results, the coef-
ficient Sgwas equal to 0.002367. This implies that the interaction between the
medical treatment and insomnia does not decrease the effect of the probabil-
ity on depression among the patients. The results indicate that the coefficient

betagwasequalto0.00003728.T hisimpliesthattheinteractionbetweenthemedicalinterventionandg

0.10 Transitional probability for treatment model

with two symptom interaction

From table (6), it can be observed that the coefficient of the treatment T was
negative. This implies that treatment reduce the probability of depression
among the patients. The results also indicated that the coefficient of inter-
action between treatment and insomnia was positive. This implies that the
interaction between treatment and insomnia does not reduce probability of
transition. Finally the results indicate that the coefficient of treatment and
suicidal was positive. This means that interaction between treatment and
suicidal does not reduce the probability of depression state.

y | insomnia | guilt | suicidal | retardation | anxiety | fatigue | T | T*insomnia | T*guilt

1 3 1 3 2 0 3 1 3 1 0.5(
1 2 3 3 3 2 0 1 2 3 0.5
1 0 3 2 1 3 3 1 1 3 0.5(
1 0 0 0 1 3 2 0 0 0 0.5
1 3 2 0 2 0 0 1 3 2 0.5(
0 0 0 0 0 0 0 0 0 0 OR:
1 1 3 2 0 2 1 1 1 3 0.5
1 0 1 0 1 3 1 1 1 1 0.5(
1 0 2 0 0 3 3 0 0 0 0.5(
1 0 3 1 3 2 3 1 1 3 0.5(

Table 5: Transitional probability for two symptom treatment model
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model with all symptoms under treat-

0.11 The parameter estimation for treatment

ment
coefficient mean standard deviation | nalve error
betal 0.0005801 0.0009807 0.00002193
betal 0.0012168 0.0010244 0.00002291
beta2 0.0011701 0.000995 0.00002225
beta3 0.0011977 0.0010164 0.00002273
beta4 0.0011806 0.000986 0.00002205
betab 0.0011405 0.0009925 0.00002219
betab 0.0012272 0.0009994 0.00002235
beta7 -0.0007803 0.0009861 0.00002205
beta8 -0.0023563 0.0010039 0.00002245
beta9 0.0012345 0.0009808 0.00002193
betal0 | -0.0011396 0.0009827 0.00002197
betall -0.0011533 0.0009419 0.00002106
betal2 0.0012278 0.0009714 0.00002172
betal3 | -0.0012155 0.0009997 0.00002235

Table 6: parameters for Treatment model for all Symptoms treatment com-
bination

From the results in table (6), it can be observed that the average value of
the coefficient of 3, was positive 0.0012168. This implies that the insomnia
positively influence the probability of depression among the patient. The re-
sults of the study also indicate that the average coefficient of 5, was positive
0.0011701. This means that the symptom quilt in a patient positively influ-
ences the probability of depression among the patients. The results of the
study also indicate that the average coefficient of 3 was positive 0.001197.
This means that the symptom suicide in a patient positively influences the
probability of depression among the patients. The results of the study also
indicate that the average coefficient of 84 was positive 0.0011806. This means
that the symptom retardation in a patient positively influences the probabil-
ity of depression among the patients. The results of the study also indicate
that the average coefficient of 5 was positive 0.0011405. This means that
the symptom anxiety in a patient positively influences the probability of de-
pression among the patients. The results of the study also indicate that the
average coefficient of fg was positive 0.0012272. This means that the symp-
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tom fatigue in a patient positively influences the probability of depression
among the patients. The study indicate that the average coefficient of the S,
was -0.0007803 which is the coefficient of the medical treatment. This implies
that medical treatment has a negative value thus it decreases the probability
of depression among the patients. The study also investigated the effect of
medical treatment on the symptoms of depression. From the results, the coef-
ficient Bg was equal to -0.0023563. This implies that the interaction between
the medical treatment and insomnia decrease the effect of the probability on
depression among the patients. The results indicate that the coefficient (g
was equal to 0.0012345. This implies that the interaction between the med-
ical intervention and guilt does not decreases the probability on depression
among the patients. The results indicate that the coefficient 5,0 was equal to
-0.0011396. This implies that the interaction between the medical interven-
tion and suicidal decreases the probability on depression among the patients.
The results indicate that the coefficient §;1 was equal to -0.0011533. This
implies that the interaction between the medical intervention and retarda-
tion decreases the probability on depression among the patients. The results
indicate that the coefficient 8,3 was equal to -0.0012155. This implies that
the interaction between the medical intervention and fatigue decreases the
probability on depression among the patients.

0.12 Transitional probability for treatment model
with all symptom interaction

From table (7) , it can be observed that the coefficient of the treatment T was
negative. This implies that treatment reduce the probability of depression
among the patients.

0.13 CONCLUSION

From above results, the study conclude that treatment has a negative in-
fluence on probability of depression among the police patients. The study
also concludes that the interaction between the treatment and the symp-
tom influence the probability of depression among the patients. From the
results, the study concludes that treatment model has only one symptom
interaction between treatment and symptom insomnia influence the proba-
bility of depression among the patients. Further from the results, the study
concludes that the interaction of treatment and guilt and insomnia influence
the probability of depression. Finally, from the results, the study concluded
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y | insomnia | guilt | suicidal | retardation | anxiety | fatigue | T | Interaction Thp

1 3 1 3 2 0 3 1 | all variable | 0.503974026
1 2 3 3 3 2 0 1 | all variables | 0.503014328
1 0 3 2 1 3 3 1 | all variable | 0.502050788
1 0 0 0 1 3 2 0 | all variables | 0.501304472
1 3 2 0 2 0 0 1 | all variable | 0.503028148
0 0 0 0 0 0 0 0 | all variables | 0.500145025
1 1 3 2 0 2 1 1 | all variable | 0.500884269
1 0 1 0 1 3 1 1 | all variables | 0.501399446
1 0 2 0 0 3 3 0 | all variable | 0.502505829
1 0 3 1 3 2 3 1 | all variables | 0.503262604

Table 7: transition probability of treatment model with all treatment symp-
toms combination

that the treatment model with interaction between the treatment and all the
symptoms influence the probability of depression among the patients. The
study also concludes that the predictive model can be used to predict the de-
pression status of the patients by a medical doctor given that the observable
symptoms are present.
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