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ABSTRACT 

Aims:The purpose of this study is to classify invasive ductal carcinoma (IDC) and invasive lobular 
carcinoma (ILC) of breast cancer using the artificial neural network (ANN) algorithm. 
Study design:The method employed is a cross-sectional design  
Place and Duration of Study:The research was conducted in the Computer Laboratory 
Department of Informatics, Faculty of Mathematics and Natural Sciences, Udayana University, Bali 
Indonesia. 
Methodology:Utilizing physical parameters from mammographic images as input variables for the 
artificial neural network algorithm.  
Results: For Invasive Ductal Carcinoma, the accuracy is 77.5%, sensitivity (recall) is 55%, 
precision is 100%, F1-Score is 60.97%, specificity is 100%, FPR is 0, and TPR is 0.55. For 
Invasive Lobular Carcinoma, the accuracy is 77.5%, sensitivity (recall) is 100%, precision is 
68.97%, F1-Score is 81.63%, specificity is 55%, FPR is 0.45, and TPR is 1. 
Conclusion: The artificial neural network algorithm is capable of classifying Invasive Ductal 
Carcinoma and Invasive Lobular Carcinoma effectively. 
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1. INTRODUCTION 
Breast cancer is a type of cancer that occurs when abnormal cells grow and develop in the breast 
tissue.It is a major public health issue due to the increasing incidence and mortality rates [1]. Breast 
cancer is the most common cancer among women [2]. Although more common in women, breast 
cancer can also affect men [3]. Symptoms may include the presence of a lump in the breast, changes 
in skin texture, or the shape of the breast [4]. Early detection is crucial for successful treatment, and 
women are advised to perform routine breast self-examinations and consult a doctor if there are 
concerns [5]. Several breast cancer screening tools are available for early detection, such as 
mammography, which is the current standard method. However, mammography is less effective for 
patients under the age of 40 and has limited sensitivity for detecting tumors smaller than 1 mm and for 
dense breast tissue [6]. Ultrasonography (US) is used for screening dense breast tissue [7]. Magnetic 
Resonance Imaging (MRI) has the ability to screen for small tumors that cannot be detected by 
mammography [8]. Positron Emission Tomography (PET) is a highly accurate method for visualizing 
the spread of breast cancer [9]. Computed Tomography (CT) scan is the most accurate method for 
observing the metastasis of breast cancer [10]. The presence of microcalcifications also plays a 
significant role in the early detection of breast cancer. The presence of microcalcifications in a 
mammogram is an indicator of breast cancer. Many early detection methods have been developed by 
scientists to detect microcalcifications, including: Texture Analysis [11], Neural Networks [12], Edge 
Detection [13], Adaptive k-means Clustering [14], Self-Similar Fractals [15], Orthogonal Polynomials 
Model [16], Gabor Features [17], and Vector Quantization Technique [18]. Once microcalcifications 
are identified, it indicates the presence of malignancy, prompting researchers to investigate whether 
the malignancy is classified as Invasive Ductal Carcinoma (IDC) or Invasive Lobular Carcinoma (ILC). 
Several methods have been developed to classify IDC and ILC, including the SqueezeNet 
Architecture [19], Bloom Richardson Grading [20], Weakly-Supervised and Transfer Learning [21], 



 

 

Convolutional Neural Networks [22], [23], Gene Expression Profiling [24], Adaptive Mask Region-
based Convolutional Network [25]. However, none of these methods have utilized physical 
parameters for detecting IDC and ILC. Therefore, in this study, we will use physical parameters to 
detect IDC and ILC using the Artificial Neural Network algorithm. 
 
2. MATERIAL AND METHODS 

This study used a cross-sectional design method. The cross-sectional design is defined as comparing 
the original data (which has been labeled) with the predicted data, and then calculating the True 
Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). The sample 
population used in this study consists of 200 samples, with 100 IDC and 100 ILC cases. 80% of the 
total samples were used for training, and 20% were used for testing. The instruments used in this 
study are medical record documents and mammographic images that have been examined by 
pathologists, with a confirmed diagnosis. The research procedure is as follows: First, the patient 
records are obtained from the anatomical pathology department, and then the mammographic images 
are retrieved according to the patient’s record number from the radiology database. The suspicious 
areas in the images are cropped to a size of 2 x 2 cm. Subsequently, 10 physical parameters from the 
mammographic images are calculated using the formulas provided in the journal [26]. The calculated 
parameter data are transformed into binary using the formula: Benary = 0.8 * (X – Min) / (Max – Min) 
+ 0.1. The data are then divided into 80% for training and 20% for testing. These physical parameter 
data are input into the ANN algorithm, and the TP, TN, FP, FN values are calculated using the 
formulas from the journal [26]. Finally, the values for Accuracy, Recall (Sensitivity), Precision, F1-
Score, and Specificity are computed, as shown in the block diagram in Figure 1. 
 

 
Fig. 1. Research block diagram 

 
3. RESULTS AND DISCUSSION  

3.1 Results 
There is a significant difference between the data visualizations of IDC and ILC, as shown in Figure 2. 
 



 

 

 
Fig. 2. The data visualizations of IDC (0) and ILC (1). 

 
The results for TP, TN, FP, and FN are presented in Table 1. 
 
Table 1 Confusion Matrix 

PREDICTIONS 

ORIGINAL 
 IDC ILC 

IDC TP=10 FP=10 
ILC FN=0 TN=20 

 

The testing results yielded values for Accuracy, Recall, Precision, Specificity, F1-Score, FPR, and 
TPR, as shown in Table 2. 
 
Table 2. The results of the calculations for Accuracy, Recall, Precision, Specificity, F1-Score, 
FPR, and TPR. 
 IDC ILC 
Accuracy 77.5 % 77.5 % 
Recall (Sensitivity) 55 % 100% 
Precision 100% 68.97 % 
Specificity 100% 55 % 
F1-Score 70.97 % 81.63 % 
False Positive Rate (FPR) 0 0.45 
True Positive Rate (TPR) 0.55 1 
 

The ROC graph for ILC and ILC is shown in Figure 3 



 

 

 

Fig. 3. IDC and ILC ROC graph 
 

3.2 Discussions  
 
The artificial neural network is able to classify Invasive Ductal Carcinoma with an accuracy of 77.5%, 
sensitivity (recall) of 55%, precision of 100%, F1-Score of 60.97%, specificity of 100%, FPR of 0, and 
TPR of 0.55. For Invasive Lobular Carcinoma, the accuracy is 77.5%, sensitivity (recall) is 100%, 
precision is 68.97%, F1-Score is 81.63%, specificity is 55%, FPR is 0.45, and TPR is 1. These results 
are comparable to those of previous studies, which used various methods, including Whole Slide 
Image (WSI) processing, a commonly used technique in the analysis performed by pathologists. The 
procedure begins with the collection of tissue from the human body, followed by fixation, dehydration, 
clearing, infiltration, embedding, sectioning, and staining. The tissue is then placed on a glass slide 
and examined using a light microscope [7]. Prior to visual analysis, the tissue is typically stained with 
hematoxylin and eosin (H&E) [8]. Previous researchers have extensively utilized the results of Whole 
Slide Image (WSI) to classify IDC-ILC using image processing methods, including machine learning 
techniques. For example, Chaudhury et al. [9] used a fast AI technique and the Sqeezenet 
architecture to classify IDC. Chaudhury’s research focused on the color similarity in histological 
images and provided a solution based on Grad-CAM for feature extraction. The results yielded an 
accuracy of 90.3%, sensitivity of 78.70%, specificity of 93.78%, and precision of 83.46%. Talpur et al. 
[10] classified IDC based on Bloom Richardson Grading to determine the grade of breast cancer, 
achieving an accuracy of 92.81%. Kanavati et al. [11] classified IDC and benign cases using Whole 
Slide Image (WSI) with a Transfer Learning method, achieving ROC AUC values ranging from 0.95 to 
0.98. Kanavati et al. [12] also classified ductal carcinoma in situ (DCIS) and invasive ductal carcinoma 
(IDC) using Whole Slide Image (WSI) with a deep learning CNN model, obtaining ROC AUC values 
between 0.93 and 0.97. In classifying DCIS and IDC, Kanavati focused on the presence or absence of 
micro-invasion at the lesion margins and whether it extended beyond the myoepithelium and 
basement membrane. Kawattikul et al. [7] employed the graph-cut technique to classify IDC and non-
IDC from histological images. Kawattikul divided the entire slide into two areas: IDC and non-IDC, and 
achieved a precision value of 85% and recall (sensitivity) of 84%. Cruz-Roa et al. [13] automatically 
detected IDC in the WSI regions of breast cancer histopathology using a CNN method, achieving an 
accuracy of 84.23%, sensitivity of 79.60%, specificity of 88.86%, and precision of 65.40%. 
Hannemann et al. [14] classified ductal carcinoma in situ (DCIS) using gene expression profiling. 
Hannemann was able to differentiate between DCIS and invasive breast carcinoma with an average 
performance of 91%. Suvarna Vani et al. [15] detected and classified IDC using Artificial Intelligence 
Adaptive Mask Region Convolutional Network (Mask R-CNN) and Deep CNN, achieving an accuracy 
of 99.02%, precision of 98.93%, sensitivity (recall) of 98.5%, and F1-Score of 99.23%. Ganesh et al. 
[16] employed various deep learning methods to classify IDC and non-IDC. For the Logistic 
Regression method, an accuracy of 66.39%, precision of 66%, sensitivity (recall) of 67%, and F1-
Score of 67% were obtained. The Random Forest method achieved an accuracy of 71.8%, precision 
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of 70%, sensitivity (recall) of 76%, and F1-Score of 73%. The Gradient Boosting method yielded an 
accuracy of 77%, precision of 78%, sensitivity (recall) of 76%, and F1-Score of 77%. The Extra Trees 
method resulted in an accuracy of 73%, precision of 72%, sensitivity (recall) of 77%, and F1-Score of 
74%. The Convolutional Neural Networks (CNNs) method achieved an accuracy of 80.36%. Araujo et 
al. [8] used Convolutional Neural Networks to classify two classes: carcinoma and non-carcinoma, 
achieving an accuracy of 83.3%. When classifying four classes (normal tissue, benign lesion, in situ 
carcinoma, and invasive carcinoma), an accuracy of 77.8% and sensitivity of 95.6% were obtained. 
In this study, the physical parameters present in mammographic images were used as input variables 
for the ANN method to classify IDC and ILC. This approach represents a novel method that has not 
been previously employed by other researchers, who mostly rely on biopsy results. The outcomes 
obtained are not significantly different from those of the methods explored in earlier studies. 
 

Related Research 
 
S. Chaudhury et al. (2023) utilized the SqueezeNet architecture method to identify IDC. The 
SqueezeNet architecture is a variant of CNN that yields results and accuracy nearly identical to 
ImageNet, while utilizing fewer parameters by replacing 3x3 filters with 1x1 filters. Prior to being input 
into the SqueezeNet architecture, the data was first normalized to a minimum of 0 and a maximum of 
1 by dividing the pixel intensity values by 255. The SqueezeNet architecture performed convolution 
ten times. The obtained result achieved an accuracy of 90.3%. 
S. Talpur et al. (2022) employed Bloom Richardson Grading to identify IDC and determine the grade 
value of patients by evaluating three factors: tubular formation, nuclear pleomorphism, and mitotic 
rate. The accuracy values obtained for each grade were 95.58%, 92.81%, and 96.41% for grade 1, 
grade 2, and grade 3, respectively. 
F. Kanavati et al. (2021) employed Weakly-Supervised and Transfer Learning to classify IDC and 
benign cases. Four test sets were used: one biopsy test set and three surgical test sets. The obtained 
ROC values ranged from 0.95 to 0.98. 
A. Cruz-Roa et al. (2014) employed Convolutional Neural Networks to detect IDC and Normal cases. 
Whole slide images (WSI) were divided into 100×100 pixel image sections. The sampling process for 
WSI images by pathologists involved dividing the images into non-overlapping sections, with tissue 
regions marked in red (IDC) and green (Normal) being selected. The CNN architecture was 
constructed with two convolutional layers, two pooling layers, and one fully connected layer. An 
accuracy of 84.23% was obtained. 
J. Hannemann et al. (2016) employed gene expression profiling to classify invasive breast carcinoma 
and ductal carcinoma in situ (DCIS). The results indicated that the overall gene expression profile of 
in situ samples with moderate differentiation components was more similar to well-differentiated DCIS 
than to poorly differentiated DCIS 
K. Suvarna Vani et al. (2022) employed Artificial Intelligence to detect and classify IDC. Suvarna 
utilized the trained LeNet-5 network on the ImageNet database. LeNet-5 consists of a total of seven 
layers: an input layer, two pooling layers, two fully connected layers, two convolutional layers, and an 
output layer. Convolution was performed using a 5x5 kernel, and pooling was done using a 2x2 size. 
The proposed method achieved an accuracy of 99.02%, precision of 98.84%, recall of 97.26%, and 
F1-score of 98.54%. 
 

4. CONCLUSIONS 

The artificial neural network (ANN) was able to classify Invasive Ductal Carcinoma (IDC) and Invasive 
Lobular Carcinoma (ILC) in breast cancer. The values for Accuracy, Recall (sensitivity), Precision, F1-
Score, Specificity, False Positive Rate (FPR), and True Positive Rate (TPR) using the artificial neural 
network method were 77.5%, 50%, 100%, 70.97%, 100%, 0, and 0.55 for IDC, respectively. For ILC, 
the values for Accuracy, Recall (sensitivity), Precision, F1-Score, Specificity, False Positive Rate 
(FPR), and True Positive Rate (TPR) using the artificial neural network method were 77.5%, 100%, 
68.97%, 81.63%, 55%, 0.45, and 1, respectively 
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