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Abstract 

This study investigates the integration of Artificial Intelligence (AI) and Open Source 
Intelligence (OSINT) to enhance predictive threat modeling in cybersecurity. Leveraging 
data from the Twitter Academic API, Common Crawl Dataset, and MITRE ATT&CK 
Framework, the analysis employed descriptive statistical analysis, logistic regression, 
and multivariate regression methodologies. Results indicate high data completeness 
(90.41%) and relevance (81.44%) in OSINT datasets, supporting their suitability for AI 
model training. Logistic regression demonstrated strong predictive capabilities, 
achieving 94.98% accuracy, 88.69% precision, and an AUC score of 0.91. However, 
risks such as data bias (-0.36 coefficient) and adversarial manipulation (-0.33 
coefficient) significantly impact predictive performance. Recommendations include 
robust preprocessing protocols, advanced adversarial defenses, ethical guidelines, and 
continuous AI innovation to address challenges. These findings underscore the potential 
of AI-OSINT integration while emphasizing the need for ethical and technical 
safeguards to enhance cybersecurity effectiveness. 
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1. INTRODUCTION 

The global landscape is increasingly dominated by concerns over climate change, 
resource depletion, and environmental degradation, which have far-reaching 
implications for economies, societies, and businesses. To address these escalating 
challenges, sustainable business practices have been proposed as critical solutions 
(Singh,2021). According to Adekunle (2024), these practices aim to balance economic 
objectives with environmental responsibility, reducing negative ecological impacts while 
fostering innovation and operational efficiency. Hassan (2024) posits that this paradigm 
shift is not only influencing individual and consumer behavior but is also driving 
significant transformations in business operations across diverse industries. Among 



 

 

these, the Fast-Moving Consumer Goods (FMCG) sector, which is known for its rapid 
product turnover and high visibility in consumer markets, has come under heightened 
scrutiny for its environmental footprint (Adigwe, 2024;Isabel, 2024). 

Isabel (2024) highlights that the FMCG sector’s reliance on high-volume production and 
extensive supply chains has made it a focal point for environmental criticism. As a 
result, businesses within the sector have been compelled to adopt eco-friendly products 
and services while overhauling their supply chain operations to mitigate environmental 
harm (Soyege et al.,2023). According to (Soyege et al.,2023; Kolade et al., 2024), the 
adoption of sustainable supply chain practices necessitates a holistic approach that 
encompasses every aspect of operational management. This includes product design, 
material sourcing, manufacturing processes, and the management of end-of-life 
products. Pasaribu (2024) argues that such comprehensive efforts are essential for 
reducing environmental impact while maintaining business viability in an increasingly 
sustainability-conscious market. 

In response to these demands, many businesses have introduced innovative measures, 
including the substitution of conventional materials with sustainable alternatives, the use 
of renewable energy in production processes, and the optimization of logistics to reduce 
carbon emissions (Soyege, 2023). Patel (2023) posits that the integration of 
biodegradable packaging and adherence to zero-waste policies have not only reduced 
ecological damage but also strengthened consumer trust, enhanced brand reputation, 
and improved customer loyalty. These outcomes highlight the multifaceted benefits of 
sustainability initiatives for both environmental preservation and corporate growth 
(Patel,2023; Olaniyi,2024). 

While some companies have rapidly embraced transformative changes to align with 
sustainability goals, others have adopted a more gradual approach. According to Ewim 
(2024), these businesses integrate sustainable practices incrementally, allowing them to 
balance environmental objectives with their existing operational frameworks. Chopra 
(2021) posits that this cautious transition minimizes the risk of disruptions within supply 
chains and operational management, enabling companies to adapt more effectively to 
sustainability demands without compromising efficiency (Chopra,2021;Alao et al.,2024). 
Such variability in corporate responses reflects the differing resources, capacities, and 
strategic priorities of organizations operating within the FMCG sector. 

A critical driver of these transitions, as Ewim (2024) highlights, is the evolving behavior 
and preferences of consumers. Understanding consumer attitudes, purchasing habits, 
and expectations has become essential for businesses aiming to align their practices 
with market demands for sustainable products. (Soyege et al., 2023) argue that 
consumer preferences for eco-friendly goods have had a profound influence on 



 

 

corporate decisions, driving innovation in product design and fostering long-term 
strategic planning to meet these expectations. This has led to the failure of businesses 
who refuse to address consumer concerns about sustainability risk losing market 
competitiveness and customer loyalty(Arigbabu et al., 2024; Gbadebo et al., 2024) 

The interplay between consumer behavior and corporate sustainability extends beyond 
individual purchasing decisions to shape broader operational and strategic 
transformations. According to (Patel, 2023), businesses increasingly recognize that 
addressing sustainability concerns is not merely a regulatory or ethical obligation but a 
critical component of market positioning and long-term profitability. For instance, in the 
FMCG sector, sustainability initiatives often involve reducing waste generation, 
increasing energy efficiency, and redesigning packaging to align with environmental 
standards (Patel, 2023). These measures reflect the dual pressures of external 
regulatory requirements and internal business drivers, emphasizing the importance of 
strategic innovation in meeting environmental goals (Kuchinka et al., 2018; Lloret, 2016) 

Bashir et al. (2020) highlight that the challenges of integrating sustainability into 
traditional business models are particularly evident in the FMCG sector. The sector’s 
reliance on extensive supply chains and its need to cater to rapidly changing consumer 
preferences create complex dynamics that require careful navigation. According to 
Lloret (2016), regulatory frameworks, technological advancements, and shifting market 
demands collectively shape the industry’s transition to sustainable practices. These 
factors necessitate strategic planning, robust investment in sustainable technologies, 
and the development of adaptive capabilities to respond to emerging environmental 
challenges (Olaniyi et al., 2023; Amui et al., 2017). 

Moreover, the integration of sustainability within the FMCG sector underscores the 
broader implications of environmental responsibility for global industries.Bashir et al. 
(2020) and Amui et al., 2017) posit that by prioritizing sustainable innovations and 
aligning their operations with consumer expectations, businesses can achieve a 
balance between profitability and ecological stewardship. This balance is essential not 
only for addressing immediate environmental concerns but also for ensuring long-term 
business resilience in a rapidly evolving global market Lloret (2016). The role of 
sustainability in enhancing brand reputation, fostering consumer trust, and securing 
competitive advantage further reinforces its significance in contemporary business 
strategy (Isabel,2024).In sum, the FMCG sector provides a compelling example of the 
complexities and opportunities associated with corporate sustainability.  

Fabuyi et al. (2024) argue that the sector’s efforts to reduce its environmental impact, 
driven by both external pressures and internal motivations, highlight the critical role of 
innovation and strategic adaptation in addressing global environmental challenges. By 



 

 

adopting sustainable business practices, companies can contribute to environmental 
preservation while achieving operational and financial benefits. This dual focus reflects 
the growing recognition that sustainability is not just an ethical imperative but a 
fundamental driver of business success in the modern era (Toromade&Chiekezie, 2024; 
Amui et al., 2024; Fabuyiet al., 2024). This study aims to  critically evaluate the 
feasibility, benefits, and inherent risks associated with integrating Artificial Intelligence 
(AI) and Open Source Intelligence (OSINT) to enhance the development and 
management of predictive threat models in the context of cybersecurity by achieving the 
following objectives: 

1. Assesses the availability, quality, and suitability of OSINT data for training and 
implementing AI-driven predictive threat models.  

2. Analyze the capabilities of various AI techniques (e.g., machine learning, natural 
language processing, network analysis) in identifying patterns, anomalies, and 
potential threats within OSINT data.  

3. Identifies and evaluates the potential risks and ethical implications of using AI 
and OSINT for predictive threat modeling, including data bias, privacy concerns, 
adversarial attacks, and the potential for misuse.  

4. Explores potential frameworks and best practices for effectively integrating AI 
and OSINT into existing threat intelligence and security operations workflows. 

 
 
2. LITERATURE REVIEW 
 

Artificial Intelligence (AI) has emerged as a cornerstone of modern cybersecurity, 
offering advanced tools to detect and mitigate increasingly complex threats (Kupa et al., 
2024). Central to its application are key subfields such as machine learning (ML), 
natural language processing (NLP), and neural networks, each playing a unique role in 
enhancing cybersecurity systems. Jimmy (2024) posits that ML enables systems to 
learn from data, identifying patterns and anomalies that may signal potential threats. 
Similarly, NLP facilitates the analysis of unstructured data, such as online 
communications and threat reports, aiding in the identification of malicious intent 
(Sharma,2023). Neural networks, particularly deep learning frameworks, provide 
advanced pattern recognition capabilities that are essential for detecting sophisticated 
and evolving cyber threats (Sarkar, 2021). Together, these AI-driven technologies 
enhance the ability to analyze both structured and unstructured data, significantly 



 

 

improving threat detection, response, and mitigation (Kupa et al., 2024; Jimmy, 2024; 
Olabanji et al.,2024).  

Complementing AI, Open Source Intelligence (OSINT) leverages publicly available 
information to generate actionable insights that support cybersecurity efforts (Slinde, 
2023). OSINT aggregates data from diverse sources, including social media, online 
forums, public records, and websites, offering critical intelligence on potential threats, 
adversarial tactics, and vulnerabilities. Paladini et al. (2024) highlight that monitoring 
underground forums or social media discussions can reveal emerging attack vectors or 
planned cyber campaigns, allowing organizations to act proactively. However, the sheer 
volume and unstructured nature of OSINT data often necessitate the use of AI tools for 
efficient processing and analysis (Hassan et al., 2018). This integration between AI and 
OSINT enhances the ability to convert fragmented data into meaningful insights, 
improving the overall efficacy of cybersecurity strategies (Hassan et al., 2018; Okon et 
al., 2024; Gioti, 2024). 

The synergy between AI and OSINT is particularly impactful in predictive threat 
modeling, a crucial aspect of modern cybersecurity frameworks. Predictive models aim 
to forecast potential threats by analyzing historical data, identifying trends, and 
uncovering subtle patterns (Gioti,2024). Begum (2024) argues that AI enhances these 
models by processing vast amounts of data, identifying correlations imperceptible to 
human analysts, and generating timely threat predictions. When enriched with OSINT, 
these models benefit from broader datasets, increasing their accuracy and helping 
organizations transition from reactive to proactive security measures (Slinde,2023). This 
shift underscores the transformative potential of AI and OSINT in anticipating and 
preventing cyberattacks before they materialize (Gioti,2024; Joeaneke et al., 2024) 

Despite these advancements, the integration of AI and OSINT also presents challenges. 
Pastor-Galindo et al. (2020) contend that the unstructured nature of OSINT data can 
introduce irrelevant or noisy information, increasing the risk of false positives. Privacy 
concerns surrounding the use of publicly available information must also be addressed, 
as ethical considerations arise in balancing security needs with individual rights 
(Nissenbaum,2020; Joseph, 2024). Furthermore, adversaries exploit AI technologies to 
enhance their attacks, intensifying the cybersecurity arms race (Jimmy,2024). Over-
reliance on AI may lead to neglect of fundamental security practices, while biases 



 

 

inherent in OSINT data and vulnerabilities to adversarial attacks further complicate their 
use (Alturkistani,2024). Addressing these challenges is essential to fully harness the 
combined potential of AI and OSINT in strengthening cybersecurity defenses 
(Gioti,2024; Joeaneke,2024; Aminu et al., 2024) 

Feasibility of AI and OSINT Integration 

The integration of Artificial Intelligence (AI) and Open Source Intelligence (OSINT) has 
revolutionized cybersecurity by enhancing threat detection and response strategies. 
However, challenges persist concerning data quality, technological capabilities, and 
operational scalability. OSINT draws on publicly available data from diverse sources, 
such as social media platforms, forums, and public records, offering valuable insights 
for AI-driven systems (Giofi,2024). According to Cioffi (2025), this data is often 
incomplete, noisy, or unreliable, with misinformation, propaganda, and irrelevant content 
obscuring critical intelligence. As Yadav et al. (2023) posit, rigorous pre-processing is 
essential to filter and validate this data, ensuring its accuracy and relevance. 
Furthermore, Hribar et al. (2014) highlight that the use of OSINT raises ethical and legal 
concerns, particularly regarding data privacy and the boundaries of surveillance. 

AI enhances the usability of OSINT by automating data collection and analysis, 
reducing the labor-intensive nature of traditional methods (Yadav et al., 2023). Sarker 
(2021) argues that supervised and unsupervised learning techniques, along with deep 
learning, enable AI to process vast amounts of structured and unstructured data 
effectively. Supervised learning, trained on labeled datasets, predicts threats with high 
accuracy, while unsupervised learning uncovers patterns and anomalies in unlabelled 
data (Usmani et al., 2022). Deep learning, leveraging neural networks, excels in 
analyzing complex, multimodal data, including text, images, and videos. For instance, 
Sharma et al. (2023) posit that natural language processing (NLP) analyzes textual data 
from social media to detect malicious intent, while computer vision techniques process 
visual content for security insights. By filtering, sorting, and interpreting OSINT data, AI 
transforms raw information into actionable intelligence (Florian et al., 2024). 

Operational scalability is critical to the successful deployment of AI-driven OSINT 
systems. The exponential growth of online data demands robust systems capable of 
real-time ingestion, processing, and analysis (Olateju et al., 2024; Sarker, 2024). Wang 



 

 

et al. (2018) highlight the importance of distributed computing frameworks, cloud-based 
infrastructure, and optimized algorithms in managing massive datasets efficiently. Low-
latency processing and rapid dissemination of information are essential for real-time 
threat detection and prediction (Wang et al., 2018). Tools such as bots for continuous 
web crawling and automated data aggregation ensure timely, relevant intelligence is 
available for analysis, supporting proactive cybersecurity (Gioti, 2024; Cadel et al., 
2024; Saeed, 2023). 

Despite these advancements, challenges remain. Noisy or biased data can lead to false 
positives, undermining the reliability of AI-OSINT systems (Pastor-Galindo et al., 2020; 
Cioffi,2025). Qiu et al. (2019) contend that adversaries may exploit AI, increasing the 
complexity of defensive measures. Ongoing research is necessary to enhance AI 
techniques, improve data pre-processing, and develop scalable solutions capable of 
processing unstructured, multimodal data in real-time (Olaniyi et al., 2024; Tripathi et 
al., 2024). 

Benefits of Leveraging AI and OSINT 

The integration of Artificial Intelligence (AI) and Open Source Intelligence (OSINT) has 
fundamentally transformed cybersecurity by enhancing threat detection, operational 
efficiency, and strategic decision-making (Gioti, 2024; Browne, 2024). Ijiga et al. (2024) 
posit that AI-driven systems can process vast amounts of data at unparalleled speeds, 
identifying patterns and anomalies indicative of potential threats. Unlike traditional 
methods, which rely on manual analysis and are limited by human capabilities, AI 
leverages machine learning algorithms to uncover previously unknown vulnerabilities, 
such as zero-day exploits (Ozkan-Ozay et al., 2024). This predictive capability, 
grounded in advanced analytics, enables organizations to anticipate emerging threats, 
implement proactive measures, and reduce response times, thereby strengthening their 
overall security posture (Gioti, 2024; Salako et al., 2024; Kavitha et al., 2024). 

AI amplifies the utility of OSINT by automating the collection, processing, and analysis 
of publicly available information from diverse sources such as social media platforms, 
forums, and public records (Gioti, 2024; Yadav et al., 2023). According to Arazzi et al. 
(2023), Natural Language Processing (NLP) extracts valuable insights from 
unstructured textual data, while image and video recognition algorithms analyze visual 



 

 

content to identify security-relevant elements. By automating these labor-intensive 
processes, AI alleviates the burden on security teams, allowing them to focus on more 
strategic tasks (Mirza et al., 2024). This transformation of raw data into actionable 
intelligence enhances resource allocation and improves operational efficiency, enabling 
organizations to respond to threats more effectively (Val et al., 2024; Hassan et al., 
2024). 

The intelligence generated by AI-processed OSINT also facilitates superior decision-
making. Tapscott (2025) highlights that these systems provide timely, accurate, and 
comprehensive insights, enabling organizations to identify emerging threat actors and 
predict their potential targets. This capability allows for the proactive strengthening of 
defenses and the remediation of vulnerabilities before they can be exploited (Tapscott, 
2025). Additionally, by correlating data from diverse OSINT sources, AI enhances 
situational awareness, supporting informed decisions on resource allocation, security 
investments, and incident response strategies (Gioti, 2024; Aminu et al., 2024; Yadav et 
al., 2023). This predictive analysis supports proactive risk management, mitigating the 
potential impact of cyberattacks (Val et al., 2024; Maddireddy&Maddireddy, 2020). 

Despite its benefits, challenges persist in the integration of AI and OSINT. Rodriguez 
(2020) argues that OSINT data quality is inconsistent, often containing noise, 
inaccuracies, or biases that can result in false positives. Furthermore, the dynamic 
nature of cyber threats demands continuous updates and sustained investment in AI 
technologies to remain effective (Oladoyinbo et al., 2024; Becue et al., 2021). While 
these challenges underscore the complexity of AI-OSINT integration, they do not detract 
from its transformative potential. Enhanced threat detection, improved operational 
efficiency, and superior decision-making highlight its critical role in modern 
cybersecurity strategies (Shah, 2022). 

Risks and Ethical Considerations 

While the integration of Artificial Intelligence (AI) and Open Source Intelligence (OSINT) 
in predictive threat modeling offers significant advantages, it also introduces critical risks 
and ethical concerns (Olateju et al., 2024; Becue et al., 2021). Among these challenges, 
data bias and algorithmic fairness are particularly pressing. Min (2023) highlights that AI 
models trained on biased datasets may perpetuate or amplify existing prejudices, 



 

 

resulting in unfair or inaccurate threat predictions. In cybersecurity, such biases could 
disproportionately target specific groups or overlook legitimate threats, thereby 
undermining the reliability of predictive models (Min, 2023). Addressing this issue 
requires rigorous data pre-processing and the implementation of bias mitigation 
techniques to ensure equitable and accurate AI-driven security decisions (Min, 2023). 

Privacy concerns further complicate the use of AI and OSINT in cybersecurity. Although 
OSINT relies on publicly available information, the large-scale aggregation and analysis 
of such data by AI systems raise ethical questions about individual privacy (Okon et al., 
2024; Nissenbaum, 2020). European Union (2019) posits that collecting personal 
information without explicit consent can infringe on privacy rights and conflict with legal 
frameworks such as the General Data Protection Regulation (GDPR). Compliance with 
these regulations necessitates transparency, data minimization, and the establishment 
of a clear and lawful purpose for data usage. Gioti (2024) argues that balancing the 
need for actionable intelligence with the imperative to respect privacy remains a 
significant ethical challenge in integrating AI and OSINT. 

Another notable risk is the susceptibility of AI systems to adversarial attacks. Malicious 
actors can manipulate AI predictions through tactics like data poisoning, where false 
information is deliberately introduced into OSINT sources to skew threat assessments 
(Cioffi, 2025). Such attacks compromise the integrity of AI-driven systems, leading to 
resource misallocation and ineffective responses. Similarly, OSINT data is vulnerable to 
disinformation campaigns and fake accounts, further undermining the reliability of threat 
models (Cioffi, 2025; Selesi-Aina et al., 2024; Mirza et al., 2025). Mkhize et al.(2022) 
contend that robust mechanisms for data validation, anomaly detection, and model 
retraining are essential to counteract these vulnerabilities and maintain the 
trustworthiness of AI-OSINT systems. 

Additionally, the dual-use nature of AI and OSINT heightens the risk of misuse by 
adversaries. Cybercriminals can exploit AI tools to develop sophisticated phishing 
schemes, generate realistic deepfakes, or create advanced malware designed to evade 
detection (Arif et al., 2025). Mallick et al. (2024) highlight that the accessibility of AI 
technologies reduces the barrier for conducting complex cyberattacks, further 
complicating the cybersecurity landscape. Anticipating and neutralizing such misuse 



 

 

requires proactive countermeasures within cybersecurity strategies (Gioti, 2024; Olateju 
et al., 2024; John-Otumu et al., 2024). 

By addressing challenges related to data bias, privacy, adversarial threats, and misuse, 
the responsible integration of AI and OSINT can enhance predictive capabilities while 
upholding ethical and operational integrity (Watters, 2023; Olabanji et al., 2024). 

Case of Real-World Applications 

The integration of Artificial Intelligence (AI) and Open Source Intelligence (OSINT) in 
cybersecurity has been effectively demonstrated through numerous real-world 
applications, offering valuable insights into its advantages and limitations (Qiu et al., 
2019; Williamson et al.,2024; Szymoniak & Kacper Foks, 2024). Amazon’s proactive 
approach to mitigating escalating cyber threats provides a compelling example of AI’s 
defensive potential. As cyber threats surged from approximately 100 million to 750 
million daily, Amazon deployed AI-driven tools such as graph databases and honeypots 
to strengthen its defenses (Shah, 2025). Shah (2025) highlights that these technologies 
facilitated real-time analysis of vast security datasets, enabling the identification and 
mitigation of sophisticated attacks. This case underscores the importance of 
continuously adapting to evolving cyber risks using AI-enhanced systems. 

Cybersecurity firms like CrowdStrike and Recorded Future illustrate the commercial 
applications of AI and OSINT in threat intelligence. CrowdStrike’s AI-powered platform 
accelerates workflows for security analysts while providing AI-native protection across 
various industries (Prall, 2025). Similarly, Recorded Future utilizes AI to process diverse 
OSINT sources, generating actionable intelligence that enhances cybersecurity 
operations (RecordedFuture, 2024). These cases demonstrate the operational 
efficiency and proactive threat detection achievable through the integration of AI and 
OSINT, reinforcing their relevance in modern cybersecurity frameworks 
(RecordedFuture, 2024). 

The SolarWinds supply chain attack offers a stark reminder of the importance of 
predictive threat modeling. This sophisticated attack exploited vulnerabilities in trusted 
software updates, compromising numerous organizations (Marelli, 2022). While 
traditional measures failed to detect it, Marelli (2022) argues that integrating OSINT, 
such as monitoring underground forums for discussions of vulnerabilities, with AI-driven 



 

 

anomaly detection could have improved early detection capabilities. This case highlights 
the necessity of advanced, multi-layered security strategies to combat emerging threats 
(Marelli, 2022). 

Ethical concerns and privacy challenges also emerge in real-world applications, as seen 
in China’s predictive policing systems. These systems integrate AI and OSINT to 
forecast and prevent criminal activities, raising debates over their ethical implications 
(Berk, 2020). While proponents cite improved public safety, critics emphasize 
infringements on individual privacy and civil liberties, underscoring the need for ethical 
oversight and compliance with privacy regulations (Wang, 2024; Olabanji et al., 2024). 

These case studies collectively highlight the transformative potential of AI and OSINT 
integration in enhancing cybersecurity. However, they also reveal critical challenges, 
including ethical considerations, data quality, and the need for robust frameworks to 
ensure responsible and effective implementation (Shneiderman, 2020; Floridi et at, 
2018). 

3. Methodology 

This study employs a quantitative methodology to evaluate the integration of Artificial 
Intelligence (AI) and Open Source Intelligence (OSINT) for predictive threat modeling. 
Data was obtained from three sources: The Twitter Academic API, providing real-time 
and historical social media data relevant to cybersecurity discussions; the Common 
Crawl Dataset, containing large-scale web crawls from forums, blogs, and news articles; 
and the MITRE ATT&CK Framework, a repository of adversarial tactics and techniques 
supplemented with real-world cyber threat case studies. Preprocessing involved 
tokenization, lemmatization, and vectorization (via TF-IDF transformation) for textual 
data, with median imputation for missing values and outlier removal using interquartile 
range (IQR) analysis. 

To assess OSINT data quality for Objective 1, descriptive statistical measures were 
calculated, including: 

 Data completeness:  

൬ܥ =
݊݋ܰ − ݏ݁݅ݎݐ݊݁	݃݊݅ݏݏ݅݉

(ݏ݁݅ݎݐ݊݁	݈ܽݐ݋ܶ) ൰ 



 

 

 Relevance ratio:  

൬ܴ =
ݏ݁݅ݎݐ݊݁	ݐ݊ܽݒ݈ܴ݁݁
(ݏ݁݅ݎݐ݊݁	݈ܽݐ݋ܶ) ൰ 

and  

 Noise-to-signal ratio  

ቆܰ =
(ݏ݁݅ݎݐ݊݁	ݐ݊ܽݒ݈݁݁ݎݎܫ)
(ݏ݁݅ݎݐ݊݁	ݐ݊ܽݒ݈ܴ݁݁) ቇ 

Where relevance was determined by frequency analysis of cybersecurity-related 
keywords from a predefined dictionary. 

For Objective 2, logistic regression was applied to the Common Crawl Dataset to 
evaluate the capabilities of AI techniques in identifying threats.  

The logistic regression model is expressed as:  

(݌)ݐ݅݃݋݈ = ln ൬
݌

(1− ൰(݌ = ଴ߚ + ଵߚ ଵܺ + ଶܺଶߚ + ⋯+  ௡ܺ௡ߚ

Where prepresents the probability of a specific threat, Xi are predictive features 
extracted from textual data, and βi are model coefficients estimated using maximum 
likelihood estimation. Model performance was assessed using the Area Under the 
Receiver Operating Characteristic Curve (AUC-ROC) and the F1 score. 

Objective 3 was addressed using multivariate regression analysis to evaluate the impact 
of risk factors (data bias and adversarial manipulation) on the effectiveness of predictive 
threat models. The model is represented as: 

ܻ = ଴ߚ + ଵߚ ଵܺ + ଶܺଶߚ + ⋯+ ௡ܺ௡ߚ + ߳ 

Where Ydenotes the model’s detection rate, Xiis independent variables (e.g., bias 
scores, adversarial attack frequencies), and ϵ represents the error term.  

Interaction effects were also explored, represented as β3(X1⋅X2). Statistical significance 
of coefficients was evaluated with p<0.05.Validation was conducted using k-fold cross-



 

 

validation (k=5k), ensuring the generalizability of findings. Sensitivity analysis further 
assessed the robustness of results under variations in data quality and pre-processing 
parameters. 

4. Results and Discussions 

Assessment of the Availability, Quality, and Suitability of OSINT Data 

To evaluate the availability, quality, and suitability of OSINT Data, the Twitter Academic 
API dataset for AI-driven predictive threat modeling in cybersecurity was used. 
Descriptive statistical analysis was performed, producing quantifiable insights into the 
dataset’s completeness, redundancy, relevance, and quality. 

The assessment revealed that the dataset has a data completeness rate of 90.41%, 
indicating minimal missing data and suggesting high usability for analysis. However, a 
duplication rate of 12.42% was observed, which, while manageable, suggests the need 
for preprocessing to remove redundant entries. The relevance ratio, calculated as the 
percentage of content directly relevant to cybersecurity discussions, was found to be 
81.44%, reflecting the dataset’s strong suitability for AI model training. Lastly, the noise-
to-signal ratio stood at 0.42, highlighting the presence of minimal irrelevant content 
relative to the useful information (Table 1). 

Metric Value Interpretation 

Data 
Completeness (%) 

90.41 High completeness indicates 
minimal missing data, ensuring 
usability. 

Duplication Rate 
(%) 

12.42 Moderate duplication rate suggests 
manageable redundancy. 

Relevance Ratio 
(%) 

81.44 A high relevance ratio reflects 
dataset suitability for the 
cybersecurity context. 

Noise-to-Signal 
Ratio 

0.42 A low noise-to-signal ratio indicates 
good quality data for analysis. 

Table 1: OSINT Data Suitability Assessment: 



 

 

To visually represent the findings, Figure 1 displays a bar chart showing the values of 
each metric. This chart clearly demonstrates the dataset's high data completeness and 
relevance while identifying manageable levels of noise and duplication. 

 

Figure 1: Metric Values for OSINT Data Suitability 

The proportional contributions of these metrics to the overall assessment are depicted 
in Figure 2. This pie chart illustrates that data completeness and relevance form the 
dominant strengths of the dataset, while noise and duplication represent smaller 
proportions. 



 

 

 

Figure 2: Proportional Representation of OSINT Metrics 

These results underline the dataset’s robustness and overall suitability for cybersecurity 
applications. The high completeness and relevance ratios ensure that AI models can 
extract meaningful insights, while the relatively low duplication and noise levels indicate 
manageable preprocessing requirements. 

Analyzing the Capabilities of AI Techniques 

To evaluate the performance of a logistic regression model applied to OSINT data from 
the Common Crawl Dataset to predict specific cybersecurity threats, a logistic 
regression analysis was performed. The results provide insights into the model’s ability 
to detect and predict potential risks, highlighting its effectiveness as a tool for AI-driven 
threat modeling.The result revealed that the model achieved a strong performance 
across multiple metrics. As shown in Table 2, the model demonstrated an accuracy of 
94.98%, reflecting its ability to classify threats and non-threats in the dataset correctly. 
Its precision rate of 88.69% indicates a high level of reliability in correctly identifying true 
threats, while its recall rate of 79.15% underscores its capacity to capture a substantial 
proportion of actual threats. The F1 score of 0.77 represents a balanced measure of 
precision and recall, validating the model’s robustness. Lastly, the AUC score of 0.91 
signifies excellent discriminative ability, suggesting the model's strength in 
distinguishing between classes. 

Metric Value 



 

 

Accuracy (%) 94.98 

Precision (%) 88.69 

Recall (%) 79.15 

F1 Score 0.77 

AUC 0.91 

Table 2: Logistic Regression Performance Metrics 

These metrics are visually represented in Figure 3, which illustrates the model's 
performance across the key metrics using a radar chart. The chart clearly emphasizes 
the model's high accuracy, precision, and AUC while also reflecting a moderate but 
strong recall and F1 score, suggesting its suitability for real-world applications. 

 

Figure 3: Radar Chart of Logistic Regression Metrics 

In addition to the radar chart, Figure 4 provides a box plot to examine the variability and 
distribution of the performance metrics. This visualization demonstrates the consistency 
of the results, with all metrics closely aligned within a high-performance range, further 
affirming the model’s reliability. 



 

 

 

Figure 4: Box Plot of Logistic Regression Metrics 

The findings underscore the efficacy of logistic regression for predictive threat modeling 
in cybersecurity. The model's high precision and AUC highlight its reliability and 
discriminative capabilities, while its recall ensures that a significant portion of threats are 
identified.  

Identifying and Evaluating Risks and Ethical Implications 

To explore the risks and ethical implications associated with integrating Artificial 
Intelligence (AI) and Open Source Intelligence (OSINT) in predictive threat modeling, a 
multivariate regression analysis was adopted. The findings provide quantitative insights 
into the impact of various risk factors, highlighting their relative significance. 

The result of the analysis reveals distinct impacts of risk factors on predictive threat 
modeling. As shown in Table 3, data bias and adversarial manipulation demonstrate the 
most significant negative impacts, with coefficients of -0.36 and -0.33, respectively, and 
highly significant p-values (0.003 and 0.006). Privacy breaches and disinformation in 
OSINT also exhibit negative effects, with coefficients of -0.16 and -0.19 and marginally 
significant p-values (0.020 and 0.029). These results highlight the ethical concerns and 
potential disruptions introduced by such risks. In contrast, model overfitting shows a 



 

 

relatively small positive coefficient of 0.18 and a non-significant p-value (0.108), 
suggesting minimal impact within the evaluated framework. 

Risk Factor Coefficient p-value 
Data Bias -0.36 0.003 
Adversarial Manipulation -0.33 0.006 
Privacy Breaches -0.16 0.020 
Disinformation in OSINT -0.19 0.029 
Model Overfitting 0.18 0.108 

Table 3: Multivariate Regression Analysis of Risks and Ethical Implications: 

To visually represent these results, Figure 5 displays a horizontal bar chart of the 
coefficients, highlighting the varying magnitudes of each risk factor’s impact. The strong 
negative effects of data bias and adversarial manipulation are prominently visible, 
emphasizing the need for robust data handling and security protocols. 

 

Figure 5: Horizontal Bar Chart of Risk Coefficients 

Figure 6 illustrates the relationship between coefficients and p-values through a scatter 
plot, with annotations for each risk factor. This chart highlights the statistical significance 



 

 

of data bias and adversarial manipulation, as they fall within the lower p-value range. 
Privacy breaches and disinformation in OSINT also lie within the significant range, while 
model overfitting appears in the non-significant zone, further confirming its limited 
influence. 

 

Figure 6: Scatter Plot of Coefficients and P-values 

These findings underscore the importance of addressing data bias and adversarial 
manipulation in the integration of AI and OSINT for predictive threat modeling. Ethical 
concerns (privacy breaches and the propagation of disinformation) also require 
proactive mitigation strategies.  

Discussion  

The findings of this study underscore the profound opportunities and challenges 
inherent in leveraging Artificial Intelligence (AI) and Open Source Intelligence (OSINT) 
for predictive threat modeling in cybersecurity. The evaluation of OSINT data through 
the Twitter Academic API revealed a dataset characterized by high data completeness 
(90.41%) and relevance (81.44%), metrics that align with the observations of Slinde 
(2023) and Gioti (2024) on the transformative potential of structured and relevant 
OSINT for cybersecurity applications. However, the moderate duplication rate (12.42%) 
and a noise-to-signal ratio of 0.42 highlight the persistent challenges of pre-



 

 

processinglarge-scale unstructured data, as emphasized by Yadav et al. (2023) and 
Cioffi (2025). These findings suggest that while OSINT provides a robust foundation for 
AI-driven analysis, ensuring data quality through pre-processing is paramount for 
maximizing its utility. 

The logistic regression analysis using the Common Crawl dataset provided compelling 
evidence of AI's effectiveness in predictive threat modeling. The model achieved an 
accuracy of 94.98% and an AUC score of 0.91, indicating strong discriminative 
capabilities consistent with the assertions of Begum (2024) and Jimmy (2024) regarding 
AI’s role in identifying complex patterns. The precision of 88.69% and recall of 79.15% 
validate the reliability and robustness of the model in identifying threats, a balance that 
aligns with Sarkar's (2021) emphasis on machine learning's capacity to process 
unstructured data. These results substantiate the potential of logistic regression as a 
viable tool for operationalizing predictive threat models, especially in scenarios requiring 
the analysis of large-scale OSINT datasets. However, the F1 score of 0.77 underscores 
the trade-offs between precision and recall, echoing the challenges discussed by 
Usmani et al. (2022) in achieving comprehensive detection without inflating false 
positives. 

The exploration of risks and ethical implications through multivariate regression analysis 
reveals nuanced insights into the limitations of AI and OSINT integration. Data bias and 
adversarial manipulation emerged as the most significant risk factors, with coefficients 
of -0.36 and -0.33 and highly significant p-values, corroborating the concerns raised by 
Min (2023) and Alturkistani (2024) about the impact of biased data and adversarial 
attacks on predictive models. Privacy breaches and disinformation in OSINT, with 
marginally significant coefficients, further highlight the ethical and operational 
complexities discussed by Nissenbaum (2020) and Joseph (2024). These findings 
emphasize the importance of rigorous data validation and bias mitigation techniques to 
uphold the integrity of predictive models, a perspective reinforced by Cioffi (2025) and 
Pastor-Galindo et al. (2020). In contrast, the non-significant impact of model overfitting, 
with a coefficient of 0.18, suggests that current modeling practices effectively manage 
this risk, aligning with contemporary advancements in model training techniques 
outlined by Gioti (2024). 



 

 

These results illuminate the dual nature of AI and OSINT integration in cybersecurity. 
While the strengths of these technologies, as evidenced by high model accuracy and 
robust data quality, affirm their transformative potential, the risks associated with data 
bias, adversarial manipulation, and privacy underscore the critical need for ethical 
frameworks and adaptive governance. These findings resonate with the observations of 
Mallick et al. (2024) and Wang (2018) on the evolving landscape of cybersecurity 
threats and the imperative for proactive mitigation strategies. The study’s insights 
contribute to a deeper understanding of the opportunities and challenges in leveraging 
AI and OSINT, highlighting the necessity for a balanced approach that integrates 
technological advancements with ethical considerations to address the complexities of 
modern cybersecurity. 

5. Conclusion and Recommendations 

This study highlights the transformative potential of integrating Artificial Intelligence (AI) 
and Open Source Intelligence (OSINT) for predictive threat modeling in cybersecurity. 
The findings demonstrate that while AI techniques effectively process and analyze 
large-scale OSINT datasets to identify and predict threats, challenges such as data 
bias, adversarial manipulation, and ethical considerations persist. Addressing these 
risks is essential to maximize the reliability and fairness of AI-driven models while 
leveraging their substantial benefits for proactive threat management. 

1. Develop and implement robust data preprocessing protocols to mitigate noise, 
duplication, and biases in OSINT datasets, ensuring data integrity and quality for 
AI model training. 

2. Invest in advanced adversarial defense mechanisms and anomaly detection 
frameworks to safeguard AI systems against manipulation and enhance their 
resilience. 

3. Establish clear ethical guidelines and compliance frameworks that prioritize 
privacy preservation and accountability when integrating OSINT and AI in 
cybersecurity. 

4. Encourage continuous research and innovation in AI methodologies to enhance 
scalability, adaptability, and transparency, addressing emerging cyber threats 
and fostering trust in predictive threat models. 
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